Abstract. Since various problems in science and engineering fields can be modeled by nonlinear Volterra-Fredholm integral equations, the main focus of this study is to present an effective numerical method for solving them. This method is based on the hybrid functions of Legendre polynomials and block-pulse functions. By using this approach, a nonlinear Volterra-Fredholm integral equation reduces to a nonlinear system of mere algebraic equations. The convergence analysis and associated theorems are also considered. Test problems are provided to illustrate its accuracy and computational efficiency.
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1. Introduction

Many problems in science and engineering field such as heat transfer, diffusion process, neurosciences, etc. give rise to Volterra-Fredholm integral equations (VFIE). Usually, evaluating the exact solution of these equations may be difficult. So the numerical methods have a great appeal for
The aim of this work is to present a numerical method for approximating the solution of nonlinear integral equations of the form

\[ f(s) = g(s) + \int_0^s k_1(s,t)G_1(t, f(t))dt + \int_0^1 k_2(s,t)G_2(t, f(t))dt, \quad 0 \leq s \leq 1, \]

where \( f(s) \) is an unknown function defined on \([0, 1]\), and \( g(s), k_1(s,t), k_2(s,t), G_1(t, f(t)), \) and \( G_2(t, f(t)) \) are given \( L^2 \) functions. We suppose that \( G_1(t, f(t)) = [f(t)]^\alpha \) and \( G_2(t, f(t)) = [f(t)]^\beta \), with arbitrary positive integers \( \alpha \) and \( \beta \).

Several numerical methods have been proposed for solving Eq. (1), using various orthogonal basis functions \([9, 11-13]\). In recent years, the hybrid functions of Legendre polynomials and block-pulse functions have been applied in solving various types of integral equations, control problems, time-varying descriptor systems and etc., \([6-8, 10]\). By these functions, the computational advantages of Legendre polynomials are combined with the simplicity of block-pulse functions, and a powerful set of basis functions is made. A numerical solution for the linear case of Eq. (1), was presented by Hsiao, using the hybrid functions \([5]\). Also, Maleknejad et al. used the hybrid functions to compute an approximate solution for this equation when \( G_1 \) and \( G_2 \) be the positive integer powers of \( f \). \([4]\).

In this paper, a novelty method based on hybrid functions in a Galerkin approach, is proposed. The method converts Eq. (1) to a system of mere algebraic equations. In this manner, only the unknown function in Eq. (1) is expanded by using hybrid functions, and the exact forms of all known functions in this equation are used. So, the proposed method is more accurate than the methods used in \([4]\) and \([5]\).

In the next sections, a description of the Legendre hybrid functions and some of their properties are mentioned. Some theorems regarding the convergence of function expansion with respect to the Legendre hybrid functions are also proved. Then, a method for computing numerical solutions of nonlinear Volterra-Fredholm integral equations by using Legendre hybrid functions and Galerkin conditions is proposed. Finally, The method is applied for solving several numerical examples, which follows
2. Review on Legendre Hybrid Functions

Definition 2.1. The Legendre polynomials on the interval \([-1, 1]\) are given by the following recursive formula

\[
L_0(s) = 1,
L_1(s) = t,
L_{m+1}(s) = \frac{2m+1}{m+1} sL_m(s) - \frac{m}{m+1} L_{m-1}(s), \quad m = 1, 2, 3, \ldots.
\]

The set of \(\{L_m(s) : m = 0, 1, \cdots\}\) in the Hilbert space \(L^2[-1, 1]\) is a complete orthogonal set. Orthogonality of Legendre polynomials on the interval \([-1, 1]\) implies that

\[
< L_i(s), L_j(s) > = \int_{-1}^{1} L_i(s)L_j(s)ds = \begin{cases}
\frac{2}{2i+1}, & i = j, \\
0, & i \neq j,
\end{cases}
\]

for \(i, j = 0, 1, \cdots\), such that \(< \cdot, \cdot >\) denotes the inner product \([2]\).

Definition 2.2. In an \(N\)-set of block-pulse functions over the interval \([0, 1]\), each component is defined as

\[
\phi_n(s) = \begin{cases}
1, & n-1 \frac{N}{N} \leq s < \frac{n}{N}, \\
0, & \text{otherwise},
\end{cases}
\]

where \(n = 1, 2, \cdots, N\), for arbitrary positive integer \(N\). Block-pulse functions have several important properties such as disjointness, orthogonality, and completeness \([3]\).

Definition 2.3. Let \(\{L_m(s)\}_{m=0}^{M-1}\) be an \(M\)-set of Legendre polynomials, and \(\{\phi_n(s)\}_{n=1}^{N}\) be an \(N\)-set of block-pulse functions over the interval \([0, 1]\), too. An \(MN\)-set of Legendre hybrid functions (LHFs) is defined over the interval \([0, 1]\) as

\[
h_{n,m}(s) = L_m(2Ns-2n+1)\phi_n(s), \quad n = 1, 2, \cdots, N, \quad m = 0, 1, \cdots, M - 1.
\]
In the above definition, $N$ and $M$ are the order of block-pulse functions and the order of Legendre polynomials, respectively. So, the interval $[0, 1)$ is divided to $N$-subintervals and $M$ Legendre polynomials constructed on each of them. It is clear that $h_{n,m}(s)$ can be written as

$$h_{n,m}(s) = \begin{cases} L_{m}(2Ns - 2n + 1), & \frac{n-1}{N} \leq s < \frac{n}{N}, \\ 0, & \text{otherwise} \end{cases}$$

(5)

for $n = 1, 2, \cdots, N$, and $m = 0, 1, \cdots, M - 1$.

The set of $\{h_{n,m}(s) : n = 1, 2, \cdots, N, m = 0, 1, \cdots, M - 1\}$ is a complete orthogonal set in the Hilbert space $L^2[0, 1)$, and its components can be considered in the following LHF vector

$$\mathcal{H}(s) = [h_{1,0}(s), \cdots, h_{1,M-1}(s), \cdots, h_{N,0}(s), \cdots, h_{N,M-1}(s)]^T.$$ 

(6)

It is simple to verify that the function $h_{n,m}(s)$ is attached in $k$-th component of vector $\mathcal{H}$ where $k = (n-1)M + m$.

**Function Expansion:** The truncated LHF expansion of any function $f(s) \in L^2[0, 1)$ is defined as

$$f(s) \simeq \sum_{n=1}^{N} \sum_{m=0}^{M-1} c_{n,m} h_{n,m}(s) = F^T \cdot \mathcal{H}(s),$$ 

(7)

where $\mathcal{H}(s)$ defined in (6) and the $NM$-vector $F$ contains the coefficients $c_{n,m}$ that are defined as

$$F_k = c_{n,m} = \frac{<f(s), h_{n,m}(s)>}{<h_{n,m}(s), h_{n,m}(s)>} = N(2m + 1) \cdot \int_{\frac{n-1}{N}}^{\frac{n}{N}} f(s)h_{n,m}(s)ds,$$

for $k = 1, 2, \cdots, NM$, and called LHF coefficients vector.

The uniform convergence and the expected error for (7) are showed in [14], and the results can be summarized in the following theorem.
Theorem 2.4. Let \( f(s) \) be a continuous function defined on \([0, 1)\), and \( \bar{f}(s) \) be its truncated LHFs expansion. If \(|f''(s)| \leq M_2\), then we have the following error estimation

\[
\|f(s) - \bar{f}(s)\|_2^2 \leq \frac{3}{8} M_2^2 \sum_{n=N+1}^{\infty} \sum_{m=M}^{\infty} \frac{1}{n^5(2m-3)^4}.
\]

Proof. See [14].

The above theorem guarantees the uniform convergence of the function expansion with respect to LHFs. \(\square\)

The Integration of Cross Products: In continuation of this section, we will encounter to the product of \(\mathcal{H}(s)\) and \(\mathcal{H}^T(s)\), which is called the product matrix of the Legendre hybrid functions. It is clear that

\[
h_{n_p,m_i}(s)h_{n_q,m_j}(s) = \begin{cases} h_{n_p,m_i}(s)h_{n_p,m_j}(s), & n_p = n_q, \\ 0, & n_p \neq n_q, \end{cases}
\]

for \(n_p, n_q = 1, 2, \cdots, N\), and \(m_i, m_j = 0, 1, \cdots, M - 1\). Therefore

\[
\mathcal{H}(s) \cdot \mathcal{H}^T(s) = \begin{bmatrix} H_1 & 0 & \cdots & 0 \\ 0 & H_2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & H_N \end{bmatrix}, \tag{8}
\]

in which the \(M \times M\) matrices \(H_{n_p}\) are as follows

\[
(H_{n_p})_{m_i,m_j} = h_{n_p,m_i}(s)h_{n_p,m_j}(s), \quad n_p = 1, 2, \cdots, N, \\
m_i, m_j = 0, 1, \cdots, M - 1. \tag{9}
\]

So,

\[
D = \int_0^1 \mathcal{H}(s) \cdot \mathcal{H}^T(s) ds = \begin{bmatrix} L & 0 & \cdots & 0 \\ 0 & L & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & L \end{bmatrix}, \tag{10}
\]
where $L$ is an $M \times M$ diagonal matrix that is given by

$$L = \frac{1}{N} \begin{bmatrix}
1 & 0 & \cdots & 0 \\
0 & \frac{1}{3} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \frac{1}{2M-1}
\end{bmatrix}.$$ 

**Evaluation of cross products:** Let $F$ be an arbitrary $NM$-vector of the form

$$F = [c_{1,0}, \cdots, c_{1,M-1}(s), \cdots, c_{N,0}(s), \cdots, c_{N,M-1}(s)]^T. \quad (11)$$

If $\mu = (n_p - 1)M + m_i$, the $\mu$th component of $\mathcal{H}(s) \cdot \mathcal{H}^T(s) \cdot F$ can be computed as

$$(\mathcal{H}(s) \cdot \mathcal{H}^T(s) \cdot F)_{\mu} = \sum_{k=0}^{M-1} h_{n_p,m_i}(s)h_{n_p,k}(s)c_{n_p,k}.$$ 

By expanding the components of $\mathcal{H}(s) \cdot \mathcal{H}^T(s) \cdot F$ in terms of LHF$s$, we have

$$\mathcal{H}(s) \cdot \mathcal{H}^T(s) \cdot F \simeq \tilde{F} \cdot \mathcal{H}(s). \quad (12)$$

It is remarkable that the $(NM \times NM)$-matrix $\tilde{F}$ is a block matrix too, and we have

$$\tilde{F} = \begin{bmatrix}
\tilde{F}_1 & 0 & \cdots & 0 \\
0 & \tilde{F}_2 & \cdots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & \tilde{F}_N
\end{bmatrix}, \quad (13)$$

in which the components of the $M \times M$ matrices $\tilde{F}_{n_p}$ can be computed as follows

$$\left(\tilde{F}_{n_p}\right)_{m_i,m_j} = \sum_{k=0}^{M-1} \frac{< h_{n_p,m_i}(s)h_{n_p,k}(s), h_{n_p,m_j}(s) >}{< h_{n_p,m_i}(s), h_{n_p,m_j}(s) >} c_{n_p,k}$$

$$= N(2m_j - 1)$$

$$\sum_{k=0}^{M-1} \left[ \int_{n_p-1}^{n_p} h_{n_p,m_i}(s)h_{n_p,k}(s)h_{n_p,m_j}(s) ds \right] c_{n_p,k}. \quad (14)$$
for $n_p = 1, 2, \cdots, N$, and $m_i, m_j = 0, 1, \cdots, M - 1$.

The components of vector $F$ may be considered as the expansion coefficients in Eq. (7). In this situation $\tilde{F}$ is called the coefficients matrix. The calculation procedure of Eq. (12) for $N = 2$ and $M = 8$ can be found in [5].

**Approximation for Power of Functions:** Now, a truncated expansion of $[f(s)]^\alpha$, for positive integer $\alpha \geq 2$ and $f(s) \in L^2[0, 1]$ is computed. This idea comes from [8], and is indicated in the following lemma.

**Lemma 2.5.** Let NM-vectors $F$ and $F_\alpha$ be the LHFs coefficients of $f(s)$ and $[f(s)]^\alpha$, respectively. Then $F_\alpha$ can be computed from the following recursive formula

$$
\begin{cases}
F_\alpha = F^T \cdot \tilde{F}_{\alpha-1}^T, & \alpha = 3, 4, \cdots, \\
F_2 = F^T \cdot \tilde{F}.
\end{cases}
$$

(15)

where $\tilde{F}$ defined in Eq. (13).

**Proof.** see [8]. □

**3. Solving Nonlinear Volterra-Fredholm Integral Equations**

The results obtained in the previous section are applied to present an effective method for solving the nonlinear Volterra–Fredholm integral equations, numerically.

Consider the following nonlinear Volterra–Fredholm integral equation

$$
f(s) = g(s) + \int_0^s k_1(s, t)[f(t)]^\alpha dt + \int_0^1 k_2(s, t)[f(t)]^\beta dt, \quad 0 \leq s \leq 1,
$$

(16)

where $\alpha, \beta \geq 1$ and $L^2$ functions $k_1(s, t), k_2(s, t)$ and $g(s)$ are known but $f(s)$ is not [1]. We can Approximate the functions $f$, $[f(s)]^\alpha$, and
\[ [f(s)]^\beta \text{ with respect to the Legendre hybrid functions as follows} \]
\[
\begin{align*}
  f(s) & \simeq F^T \cdot \mathcal{H}(s) = \mathcal{H}^T(s) \cdot F, \\
  [f(s)]^\alpha & \simeq F^T_\alpha \cdot \mathcal{H}(s) = \mathcal{H}^T(s) \cdot F_\alpha, \\
  [f(s)]^\beta & \simeq F^T_\beta \cdot \mathcal{H}(s) = \mathcal{H}^T(s) \cdot F_\beta,
\end{align*}
\]

(17)

where \( \mathcal{H}(s) \) is defined in Eq. (6), and \( NM \)-vectors \( F, F_\alpha, \) and \( F_\beta \) are LHF's coefficients of \( f, [f(s)]^\alpha, \) and \( [f(s)]^\beta, \) respectively. Elements of \( F_\alpha, \) and \( F_\beta \) are nonlinear combinations of the elements \( F. \)

By substituting Eqs. (17) in Eq. (16), we have
\[
F^T \mathcal{H}(s) \simeq g(s) + F^T_\alpha \int_0^s k_1(s,t) \mathcal{H}(t)dt + F^T_\beta \int_0^1 k_2(s,t) \mathcal{H}(t)dt
\]
\[
= g(s) + F^T_\alpha K_1(s) + F^T_\beta K_2(s),
\]

in which \( K_1(s) \) and \( K_2(s) \) are two \( NM \)-vectors with the following components
\[
(K_1(s))_{n,m} = \begin{cases} 
  \int_0^s k_1(s,t)h_{n,m}(t)dt, & s < \frac{n-1}{N}, \\
  0, & \frac{n-1}{N} \leq s < \frac{n}{N}, \\
  \int_{\frac{n-1}{N}}^{\frac{n}{N}} k_1(s,t)h_{n,m}(t)dt, & s \geq \frac{n}{N},
\end{cases}
\]
\[
(K_2(s))_{n,m} = \int_0^1 k_2(s,t)h_{n,m}(t)dt = \int_{\frac{n-1}{N}}^{\frac{n}{N}} k_2(s,t)h_{n,m}(t)dt,
\]

for \( n = 1, 2, \cdots, N, \) and \( m = 0, 1, \cdots, M - 1. \) Now, let \( r(s) \) be the residual of Eq. (16) when using the approximate solution (17), that is
\[
r(s) = F^T \mathcal{H}(s) - F^T_\alpha K_1(s) - F^T_\beta K_2(s)g(s),
\]

In order to obtain unknown vectors, we use the orthogonality conditions of \( \{ h_{n,m}(s) : n = 1, 2, \cdots, N, \ m = 0, 1, \cdots, M - 1 \} \) to \( r(s), \) that means
\[
\langle r(s), h_{n,m}(s) \rangle = 0, \quad n = 1, 2, \cdots, N, \ m = 0, 1, \cdots, M - 1,
\]
so,

\[ F^T \int_0^1 H(s)H^T(s)ds - F^T_\alpha \int_0^1 K_1(s)H^T(s)ds \\ - F^T_\beta \int_0^1 K_2(s)H^T(s)ds = \int_0^1 g(s)H^T(s)ds, \]

and symbolically

\[ F^T \cdot D - F^T_\alpha \cdot A - F^T_\beta \cdot B = G, \quad (18) \]

where \( D \) is defined in Eq. (10), and \( A \) is an \( NM \times NM \) matrix of the form

\[
A = \begin{bmatrix}
AD_1 & AU_{1,2} & AU_{1,3} & \cdots & AU_{1,N} \\
0 & AD_2 & AU_{2,3} & \cdots & AU_{2,N} \\
0 & 0 & AD_3 & \cdots & AU_{3,N} \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & AD_N
\end{bmatrix}, \quad (19)
\]

in which \( AD_{np} \) and \( AU_{np,nq} \) are \( M \times M \) matrices and can be computed as follow

\[
(AD_{np})_{m_i,m_j} = \int_{n_p-1}^{n_p} \int_{n_p-1}^{s} k_1(s,t)h_{np,m_i}(t)h_{np,m_j}(s)dtds,
\]

\[
(AU_{np,nq})_{m_i,m_j} = \int_{n_p-1}^{n_p} \int_{n_p-1}^{n_q} k_1(s,t)h_{np,m_i}(t)h_{nq,m_j}(s)dtds,
\]

for \( n_p = 1, 2, \cdots, N \), \( n_q = n_p + 1, \cdots, N \) and \( m_i,m_j = 0,1,\cdots,M-1 \). Similarly,

\[
B_{NM\times N M} = \begin{bmatrix}
BD_{1,1} & BD_{1,2} & \cdots & BD_{1,N} \\
BD_{2,1} & BD_{2,2} & \cdots & BD_{2,N} \\
\vdots & \vdots & \ddots & \vdots \\
BD_{N,1} & BD_{N,2} & \cdots & BD_{N,N}
\end{bmatrix}, \quad (20)
\]

and \( M \times M \) matrices \( BD_{np,nq} \) can be computed as follows

\[
(DB_{np,nq})_{m_i,m_j} = \int_{n_p-1}^{n_p} \int_{n_p-1}^{n_q} k_2(s,t)h_{np,m_i}(t)h_{nq,m_j}(s)dtds,
\]
for \(n_p, n_q = 1, 2, \cdots, N\), and \(m_i, m_j = 0, 1, \cdots, M - 1\).

Eq. (18) is a nonlinear system of \(NM\) algebraic equations. The \(NM\) components of \(F\) are unknown and can be computed by solving this system using Newton method or other iterative methods. Hence, an approximate solution

\[ f(s) \simeq F^T \cdot \mathcal{H}(s), \]

can be computed for Eq. (16). If an approximate value for \(f(a), 0 \leq a < 1\) required, we can evaluate it as

\[ f(a) \simeq \sum_{m=0}^{M-1} c_{n,m} h_{n,m}(a), \]

providing \(a\) belongs into the interval \([\frac{n-1}{N}, \frac{n}{N})\).

4. Convergance Analysis

In the following theorem, we show that the solution obtained by our method converges to the exact solution of Eq. (16).

**Theorem 4.1.** Let \(f(s)\) be the exact solution of Eq. (16), and \(f_{MN}(s)\) be its approximate solution obtained by the proposed method. If \(K_1 = \|k_1(s, t)\| < \infty\) and \(K_2 = \|k_2(s, t)\| < \infty\), then \(f_{MN}(s)\) converges to \(f(s)\) when \(M, N \to \infty\).

**Proof.** We have

\[ f(s) = g(s) + \int_0^s k_1(s, t) [f(t)]^\alpha \, dt + \int_0^1 k_2(s, t) [f(t)]^\beta \, dt, \]

and

\[ f_{MN}(s) \simeq g(s) + \int_0^s k_1(s, t) [f_{MN}(t)]^\alpha \, dt + \int_0^1 k_2(s, t) [f_{MN}(t)]^\beta \, dt. \]
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\[ e_{MN} = \|f(s) - f_{MN}(s)\|_2 \]
\[ \leq \left\| \int_0^s k_1(s, t)([f(t)]^\alpha - [f_{MN}(t)]^\alpha)dt \right\|_2 \]
\[ + \left\| \int_0^1 k_2(s, t)([f(t)]^\beta - [f_{MN}(t)]^\beta)dt \right\|_2 \]
\[ \leq K_1 \int_0^s \|[f(t)]^\alpha - [f_{MN}(t)]^\alpha\|_2 dt \]
\[ + K_2 \int_0^1 \|[f(t)]^\beta - [f_{MN}(t)]^\beta\|_2 dt. \]

Suppose that
\[ \|[f(t)]^\alpha - [f_{MN}(t)]^\alpha\|_2 \leq C_\alpha \|f(t) - f_{MN}(t)\|_2, \]
\[ \|[f(t)]^\beta - [f_{MN}(t)]^\beta\|_2 \leq C_\beta \|f(t) - f_{MN}(t)\|_2. \]

Then, using theorem 2., we have
\[ e_{MN} \leq K_1 C_\alpha \int_0^s \|f(t) - f_{MN}(t)\|_2 dt + K_2 C_\beta \int_0^1 \|f(t) - f_{MN}(t)\|_2 dt \]
\[ \leq (sK_1 C_\alpha + K_2 C_\beta) \cdot \sqrt{\frac{3}{8} M_2^2 \sum_{n=N+1}^{\infty} \sum_{m=M}^{\infty} \frac{1}{n^5 (2m - 3)^4}}. \]

Hence \( e_{MN} \to 0 \) when \( M, N \to \infty \), and the proof is completed. \( \Box \)

5. Numerical Examples

In this section, we implement the proposed method on some examples. In example 1, a simple integral equation is considered to illustrate the vector \( G \) and the matrices \( A, B \), and \( \tilde{F} \) in details.
Examples 2 and 3 are selected from [5, 13]. So, we can compare our results with the results obtained by another method based on Legendre hybrid functions [5], and rationalized Haar functions method [13]. The results of these methods and the exact solution of integral equations are
compared for 17 terms and reported in Tables 1 and 2.

Furthermore, the accuracy of the method is studied by computing

$$
e_2 = \| \tilde{f}(s) - f(s) \|_2 = \left[ \sum_{n=1}^{N} \int_{n-1}^{n} \left( \tilde{f}(s) - f(s) \right)^2 ds \right]^{\frac{1}{2}}, \quad (21)$$

where $f(s)$ and $\tilde{f}(s)$ are the exact and approximate solutions of the integral equation, respectively. The results are tabulated for $N = 2$ and different values of $M$ in Table 3.

The computations associated with the examples were performed using Matlab 7.0 software on a personal computer.

**Example 5.1.** Consider the following nonlinear Volterra–Fredholm integral equation

$$f(s) = \frac{1}{2} s^3 - \frac{11}{12} s^2 + s + 1 + \int_{0}^{s} (s-3t)f(t)dt + \int_{0}^{1} s^2 t[f(t)]^2 dt, \quad 0 \leq s < 1,$$

with the exact solution $f(s) = s + 1$. Choosing $N = 2$ and $M = 4$, we have

$$A = \frac{1}{2} \left[ \begin{array}{rrrrrr} -\frac{1}{24} & -\frac{1}{48} & -\frac{1}{240} & 0 & 0 & \frac{1}{24} \\ \frac{1}{48} & \frac{1}{120} & -\frac{1}{560} & -\frac{1}{8} & 0 & 0 \\ -\frac{1}{48} & \frac{1}{120} & -\frac{1}{280} & 0 & 0 & 0 \\ 0 & \frac{1}{240} & \frac{1}{1280} & 0 & 0 & 0 \\ 0 & 0 & 0 & -\frac{7}{24} & -\frac{5}{48} & -\frac{1}{240} \\ 0 & 0 & 0 & \frac{1}{48} & \frac{1}{120} & -\frac{1}{280} \\ 0 & 0 & 0 & \frac{1}{48} & \frac{1}{120} & -\frac{1}{280} \\ 0 & 0 & 0 & 0 & \frac{1}{240} & \frac{1}{1280} \end{array} \right],$$

$$B = \frac{1}{2} \left[ \begin{array}{rrrrrr} \frac{1}{96} & \frac{1}{192} & \frac{1}{960} & 0 & \frac{7}{96} & \frac{1}{960} \\ \frac{288}{576} & \frac{288}{576} & \frac{288}{576} & 0 & \frac{288}{576} & \frac{288}{576} \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \frac{1}{32} & \frac{1}{64} & \frac{1}{384} & 0 & \frac{7}{32} & \frac{3}{64} \\ \frac{288}{576} & \frac{288}{576} & \frac{288}{576} & 0 & \frac{288}{576} & \frac{288}{576} \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \end{array} \right].$$
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\[ \tilde{F} = \begin{bmatrix} \tilde{F}_1 & 0 \\ 0 & \tilde{F}_2 \end{bmatrix}, \]

\[ \tilde{F}_i = \begin{bmatrix} c_{i,0} & c_{i,1} & c_{i,2} & c_{i,3} \\ \frac{1}{3} c_{i,1} & c_{i,0} + \frac{2}{5} c_{i,2} & \frac{2}{3} c_{i,1} + \frac{3}{7} c_{i,3} & \frac{3}{5} c_{i,2} \\ \frac{1}{5} c_{i,2} & \frac{2}{5} c_{i,1} + \frac{9}{35} c_{i,3} & c_{i,0} + \frac{2}{7} c_{i,2} & \frac{3}{5} c_{i,1} + \frac{4}{15} c_{i,3} \\ \frac{1}{7} c_{i,3} & \frac{9}{35} c_{i,2} & \frac{3}{7} c_{i,1} + \frac{4}{21} c_{i,3} & c_{i,0} + \frac{4}{15} c_{i,2} \end{bmatrix}, \quad i = 1, 2 \]

and

\[ G = \begin{bmatrix} 685 \\ 1152 \\ 157 \\ 5760 \\ -13 \\ 5760 \\ 1 \\ 4480 \\ 835 \\ 1152 \\ 13 \\ 640 \\ 1152 \\ 1 \\ 4480 \end{bmatrix}^T. \]

Solving the nonlinear system (18), the unknown vector \( F \) is obtained as

\[ F = \begin{bmatrix} \frac{5}{4} \\ \frac{1}{4} \\ 0 \\ 0 \\ \frac{7}{4} \\ \frac{1}{4} \\ 0 \\ 0 \end{bmatrix}, \]

which confirms that the proposed method gives the analytical solution of Eq. (22).

**Example 5.2.** [5, 13] Consider the following Volterra–Fredholm integral equation

\[ f(s) = e^{2s + \frac{1}{3}} - \int_0^1 \frac{1}{3} e^{2s + \frac{3}{5} f(t)} dt, \quad 0 \leq s < 1, \] (23)

with the exact solution \( f(s) = e^{2s} \). The comparison between the results of presented method, and two other methods are shown in Table 1, which confirms that our method is more efficient than Haar method [2] and another hybrid method [10].
## Table 1: The results for Example 5.2.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( N = 2, M = 11 )</td>
<td>( m = 64 )</td>
<td>( N = 2, M = 11 )</td>
<td></td>
</tr>
<tr>
<td>0.0000</td>
<td>1.00000000000</td>
<td>1.00000000000</td>
<td>1.00000000000</td>
<td>1.0000000000000000</td>
</tr>
<tr>
<td>0.0625</td>
<td>1.13131484528</td>
<td>1.13131579430</td>
<td>1.13314845306683</td>
<td>1.133148453066826</td>
</tr>
<tr>
<td>0.1250</td>
<td>1.28402541677</td>
<td>1.2837603834</td>
<td>1.28402541668774</td>
<td>1.28402541668774</td>
</tr>
<tr>
<td>0.1875</td>
<td>1.4549914143</td>
<td>1.4527005824</td>
<td>1.45499141461820</td>
<td>1.45499141461820</td>
</tr>
<tr>
<td>0.2500</td>
<td>1.6487127066</td>
<td>1.6481159278</td>
<td>1.64871270700013</td>
<td>1.648712707000128</td>
</tr>
<tr>
<td>0.3125</td>
<td>1.8682459571</td>
<td>1.8656595040</td>
<td>1.86824595743222</td>
<td>1.86824595743222</td>
</tr>
<tr>
<td>0.3750</td>
<td>2.1170001657</td>
<td>2.1159577076</td>
<td>2.11700016616268</td>
<td>2.117000166162675</td>
</tr>
<tr>
<td>0.4375</td>
<td>2.3988752936</td>
<td>2.3957036931</td>
<td>2.39887529396710</td>
<td>2.398875293967098</td>
</tr>
<tr>
<td>0.5000</td>
<td>2.7182818283</td>
<td>2.7166784439</td>
<td>2.71828182854904</td>
<td>2.718281828549046</td>
</tr>
<tr>
<td>0.5625</td>
<td>3.0802168485</td>
<td>3.0764094661</td>
<td>3.08021684891803</td>
<td>3.08021684891803</td>
</tr>
<tr>
<td>0.6250</td>
<td>3.4903429572</td>
<td>3.4880191376</td>
<td>3.49034295746184</td>
<td>3.49034295746184</td>
</tr>
<tr>
<td>0.6875</td>
<td>3.9550767224</td>
<td>3.9504529800</td>
<td>3.95507672290258</td>
<td>3.955076722902577</td>
</tr>
<tr>
<td>0.7500</td>
<td>4.4816890699</td>
<td>4.4784019322</td>
<td>4.48168907033806</td>
<td>4.481689070338065</td>
</tr>
<tr>
<td>0.8125</td>
<td>5.0784190365</td>
<td>5.0727470670</td>
<td>5.07841903718008</td>
<td>5.07841903718008</td>
</tr>
<tr>
<td>0.8750</td>
<td>5.7546026755</td>
<td>5.7516600190</td>
<td>5.75460267600057</td>
<td>5.754602676000570</td>
</tr>
<tr>
<td>0.9375</td>
<td>6.5208191195</td>
<td>6.5138011998</td>
<td>6.52081912033011</td>
<td>6.520819120330113</td>
</tr>
<tr>
<td>1.0000</td>
<td>7.3890560982</td>
<td>7.3830942633</td>
<td>7.38905609893065</td>
<td>7.389056098930650</td>
</tr>
</tbody>
</table>

## Table 2: The results for Example 5.3.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( N = 2, M = 11 )</td>
<td>( m = 64 )</td>
<td>( N = 2, M = 11 )</td>
<td></td>
</tr>
<tr>
<td>0.0000</td>
<td>1.00000000000</td>
<td>1.00000000000</td>
<td>1.00000000000</td>
<td>1.0000000000000000</td>
</tr>
<tr>
<td>0.0625</td>
<td>0.99902222565</td>
<td>0.99499092661</td>
<td>0.996097563207461</td>
<td>0.996097563207461</td>
</tr>
<tr>
<td>0.1250</td>
<td>0.98440532375</td>
<td>0.97582086257</td>
<td>0.984435939886043</td>
<td>0.984435939886043</td>
</tr>
<tr>
<td>0.1875</td>
<td>0.96801596822</td>
<td>0.95627379532</td>
<td>0.96515166227364</td>
<td>0.96515166227364</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.93835069390</td>
<td>0.92441288933</td>
<td>0.93847047937739</td>
<td>0.938470479377390</td>
</tr>
<tr>
<td>0.3125</td>
<td>0.90745186090</td>
<td>0.8899178359</td>
<td>0.904704774133847</td>
<td>0.904704774133846</td>
</tr>
<tr>
<td>0.3750</td>
<td>0.86398669789</td>
<td>0.84418099810</td>
<td>0.864249846100545</td>
<td>0.864249846100546</td>
</tr>
<tr>
<td>0.4375</td>
<td>0.82051918128</td>
<td>0.80152077575</td>
<td>0.817579313663175</td>
<td>0.817579313663175</td>
</tr>
<tr>
<td>0.5000</td>
<td>0.76477877178</td>
<td>0.7491674323</td>
<td>0.765239563249713</td>
<td>0.765239563249713</td>
</tr>
<tr>
<td>0.5625</td>
<td>0.70215805111</td>
<td>0.6888550827</td>
<td>0.70784332519283</td>
<td>0.707843325192829</td>
</tr>
<tr>
<td>0.6250</td>
<td>0.64538775011</td>
<td>0.62083763904</td>
<td>0.646002636794575</td>
<td>0.646002636794575</td>
</tr>
<tr>
<td>0.6875</td>
<td>0.58275778520</td>
<td>0.5600485150</td>
<td>0.58062070200130</td>
<td>0.58062070200130</td>
</tr>
<tr>
<td>0.7500</td>
<td>0.51136416177</td>
<td>0.4932917634</td>
<td>0.512283697253356</td>
<td>0.512283697253356</td>
</tr>
<tr>
<td>0.8125</td>
<td>0.44373977477</td>
<td>0.43081228518</td>
<td>0.441851665053983</td>
<td>0.441851665053983</td>
</tr>
<tr>
<td>0.8750</td>
<td>0.36879929214</td>
<td>0.36370557901</td>
<td>0.370149175063496</td>
<td>0.370149175063495</td>
</tr>
<tr>
<td>0.9375</td>
<td>0.29965494014</td>
<td>0.30573454224</td>
<td>0.298056705870606</td>
<td>0.298056705870606</td>
</tr>
<tr>
<td>1.0000</td>
<td>0.22488345576</td>
<td>0.2426474819</td>
<td>0.226295640950206</td>
<td>0.226295640950206</td>
</tr>
</tbody>
</table>
Table 3: The values of $e_2$ for Examples 5.2. and 5.3.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$N$</th>
<th>Example 5.2.</th>
<th>Example 5.3.</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>$6.7848e-04$</td>
<td>$4.9436e-05$</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>$1.4204e-06$</td>
<td>$7.8036e-08$</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>$1.5892e-09$</td>
<td>$6.5687e-11$</td>
</tr>
<tr>
<td>10</td>
<td>2</td>
<td>$1.1053e-12$</td>
<td>$3.4333e-14$</td>
</tr>
<tr>
<td>12</td>
<td>2</td>
<td>$7.5409e-16$</td>
<td>$3.4333e-14$</td>
</tr>
</tbody>
</table>

Example 5.3. [5, 13] For the following Volterra–Fredholm integral equation

$$f(s) = \cos(s) - \int_0^s (s-t) \cos(s-t)f(t)dt, \quad 0 \leq t \leq s < 1, \quad (24)$$

with the exact solution $f(s) = \frac{1}{3}(2 \cos \sqrt{3}s + 1)$, the results for various methods are reported in table 2.

6. Comments on the Results

In this approach, applying the hybrid Legendre polynomials and block-pulse functions, a nonlinear Volterra–Fredholm integral equation can be reduced to a system of algebraic equations. Since Eq. (18) is set up in a simple manner, the suggested method can be used easily in practical cases.

The accuracy and applicability of method is checked on some examples. Example 1 shows that the exact solution of the integral equation can be computed by the method with suitable choice of $M$ and $N$, when the kernel and the known term is selected by polynomials. The function approximation with respect to LHFs is uniformly converges to the function. Furthermore, Since in this method, only the unknown function is expanded by LHFs, it provides more accurate solutions than some of other existing methods.
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