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Abstract. The insurance industry is one of the important financial
institutions that has a significant place in the economic growth and de-
velopment of the country. Given the industry’s influential role in the
financial markets, it is imperative to evaluate the performance and cal-
culate changes in insurance companies’ productivity over time. It is
necessary to explain that the internal structure of insurance compa-
nies can be considered as a two-stage process involving marketing and
investment. The purpose of the current study is to propose a novel
approach to calculate the changes in insurance companies’ productivity
by considering their two-stage structure as well as the inherent uncer-
tainties in the data. It should be noted that in order to propose of
new interval network Malmquist Productivity Index, the network data
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envelopment analysis approach (NDEA), Malmquist productivity index
(MPI), and interval programming are applied. The implementation of
the proposed research approach is also evaluated using real data of 10
insurance companies in Iran. According to the obtained results, most
of the companies have regressed from the first stage and marketing per-
spective, but in the second stage and from the investment perspective,
the majority of companies have represented an acceptable improvement
in their productivity.

AMS Subject Classification: 90C08; 90C05.
Keywords and Phrases: Insurance Companies, Malmquist Produc-
tivity Index, Two-Stage Structure, Network Data Envelopment Analy-
sis, Interval Data, Non-Discretionary Factor.

1 Introduction

Insurance companies are undoubtedly one of the most important pillars
of the financial markets, whose great performance will drive the econ-
omy of the country. Therefore, evaluating the performance of insurance
companies with the aim of identifying the extent and trend of their pro-
ductivity changes can be pretty useful for the related managers. Because
by taking advantage of the results of evaluating corporate performance
and how their productivity changes, they can make acceptable decisions
about improving the performance of poor performing companies. Thus,
by identifying the inefficiencies of each company and modeling efficient
companies, they can initiate a corrective process for all insurance com-
panies.
Calculating productivity changes with the aim of identifying the progress
and regress of different decision-making units (DMUs) is one of the at-
tractive applications of Data Envelopment Analysis (DEA). In this way,
the decision-maker can measure the extent and how DMU productivity
changes over time by combining the DEA approach and Malmquist pro-
ductivity index (MPI). It is necessary to explain that DEA is a method
for estimating an efficient frontier, comparing the performance of the
DMUs under investigation with this boundary, and finally estimating
the efficiency of DMU under investigation. The CCR model is the first
model in the field of DEA introduced by Charnes et al. (1978). Al-
though the most straightforward model of DEA, it is the basis of many
modern and advanced models of DEA. It is necessary to explain that the
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CCR model assumes constant returns to scale (CRS). This model was
subsequently developed by Banker et al. (1984) under variable returns
to scale (VRS), which became known as the BCC model.
As mentioned, one of the applications of DEA is the ability to calculate
the productivity changes of DMUs over time. In this way, the DMU
in the new period compared to the previous period, has progressed, re-
gressed, or stagnated compared to other DMUs.
It is important to note that two important points must be taken into
account when changes in insurance companies’ productivity are calcu-
lated. The first is to consider the structure and internal relationships
of the company, and the second is to consider the uncertainties in the
data. Failure to include these points in the evaluation process may lead
to invalid results. Therefore, the purpose of the present study is to in-
troduce a new index in order to calculate productivity changes in insur-
ance companies considering the internal structure and uncertainties in
the data. To achieve this purpose, a two-stage DEA model, Malmquist
productivity index, and interval programming will be employed in order
to propose the interval network Malmquist productivity index (INMPI).
The rest of this paper is organized as follows: Section 2 introduces the
theoretical backgrounds of the current study. Then in Section 3, the
proposed approach is presented to calculate the productivity changes of
insurance companies. Section 4 shows how to implement the index using
real data of 10 insurance companies in Iran. Finally, Section 5 presents
conclusions and future research directions.

2 Theoretical Backgrounds

In this section, the internal structure of insurance companies, as well
as the basic network data envelopment analysis (NDEA) model, and
traditional Malmquist productivity index, are presented.

2.1 Insurance companies (ICs) structure

The internal structure of insurance companies can be considered as a
two-stage system shown in Figure 1, including the marketing and in-
vestment phases (Kao and Huang, 2008). It should be noted that up to
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Table 1: The Application of Two-Stage DEA Approach in Insurance
Companies

NDEA NDEA
FeatureAuthors Form Approach

(Publication years) M
F

E
F

M
M

A

A
M

A

G
B

M
A

R
M

A

C
W

M
A

S
B

M
A

P
P

S
B

M
A

D
A

M
P

I

D
U

N
D

F

Kao and
Huang
(2008)

X X

Chen et al.
(2009)

X X

Kao (2009) X X
Du et al.
(2011)

X X

An et al.
(2016)

X X

Despotis et
al. (2016)

X X

Gharakhani
et al. (2018)

X X X

Li et al.
(2018)

X X

Nourani et
al. (2018)

X X X

Almulhim
(2019)

X X

Anandarao
et al. (2019)

X X

Fang (2019) X X
Hatami-
Marbini and
Saati (2019)

X X

Krupa et al.
(2019)

X X

Tone et al.
(2019)

X X X

Our Work X X X X X X

Abbreviations

NDEA: Network Data Envelopment Analysis; MF: Multiplier Form; EF: Envelopment Form; MMA:

Multiple Modeling Approach; AMA: Additive Modeling Approach; GBMA: Game Based Modeling

Approach; RMA: Reverse Modeling Approach; CWMA: Common Weight Modeling Approach; SBMA:

Slack Based Modeling Approach; PPSBMA: Production Possibility Set Based Modeling Approach; DA:

Dynamic Analysis; MPI: Malmquist Productivity Index; DU: Data Uncertainty, Non-Discretionary Factor.
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now there have been considerable studies in the field of performance eval-
uation of insurance companies using networked DEA approach, which
can be found in Table 1. Moreover, the characteristics of this study have
also been introduced in the last row of Table 1.

Figure 1: The Structure of Insurance Companies

The explanations for each of the cases presented in figure 1 are given
as follows. Operation costs: employee salaries and various types of ex-
penses incurred in daily work. Insurance costs: costs paid to agencies,
brokers and lawyers, and other costs associated with the marketing of
insurance services. Direct written premium: premium received from in-
sured customers. Reinsurance premium: premium received from trans-
fer companies. Underwriting profit: profit from the insurance business.
Investment profit: profit from the portfolio.

2.2 Two-stage data envelopment analysis (TSDEA) model

Consider the two-stage structure is shown in figure 2. There are n net-
work DMUs with a two-stage structure that each DMUj has I inputs
xij(i = 1, ..., I) in stage 1, D intermediate (linking) variables zdj(d =
1, ..., D) and R outputs yrj(r = 1, ..., R) in stage 2.

Chen and Zhou (2004) proposed a two-stage DEA approach by in-
tegrating the envelopment form of the first and second stages. The
extended NDEA approach based on study of Chen and Zhou (2004) for
DMU under investigation is as Model (1):
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Figure 2: Two-Stage Structure

min θ
ϕ

s.t.
n∑
j=1

λjxij ≤ θxio ∀i

n∑
j=1

λjzdj ≥ ẑdo ∀d

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjzdj ≤ ẑdo ∀d

n∑
j=1

µjyrj ≥ ϕyro ∀r

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j

(1)

It is necessary to explain that ẑdo which is presented in Model (1) is
a decision variable. Also, the model is introduced under variable returns
to scale assumption.
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2.3 Malmquist productivity index (MPI)

Färe and Grosskopf (1992) have used the Malmquist productivity index
and data envelopment analysis to calculate the extent of productivity
changes. They proposed this index by considering two time periods
(t, t+1) and calculating technology changes and performance changes in
these two time periods. Thus, to obtain efficiency changes, it is sufficient
the envelopment form of the input-oriented CCR model for two time
periods be solved. Based on this explanation, Models (2) and (3) are
used to calculate the efficiency of DMU in time periods t and t + 1 ,
respectively:

Dt
o(x

t
o, y

t
o) = min θ

s.t.
n∑
j=1

λjx
t
ij ≤ θxtio ∀i

n∑
j=1

λjy
t
rj ≥ ytro ∀r

λj ≥ 0 ∀j

(2)

Dt+1
o (xt+1

o , yt+1
o ) = min θ

s.t.
n∑
j=1

λjx
t+1
ij ≤ θx

t+1
io ∀i

n∑
j=1

λjy
t+1
rj ≥ yt+1

ro ∀r

λj ≥ 0 ∀j

(3)

Also, Models (4) and (5) are solved in order to calculate technology
changes. It should be noted that the result of Model (4), represents the
distance of DMUo in time periods t with the efficient frontier in time
period t+1 and the result of Model (5), indicates the distance of DMUo
in time periods t+ 1 with the efficient frontier in time period t.

Dt
o(x

t+1
o , yt+1

o ) = min θ

s.t.

n∑
j=1

λjx
t
ij ≤ θxt+1

io ∀i

n∑
j=1

λjy
t
rj ≥ yt+1

ro ∀r

λj ≥ 0 ∀j

(4)

Dt+1
o (xto, y

t
o) = min θ

s.t.

n∑
j=1

λjx
t+1
ij ≤ θx

t
io ∀i

n∑
j=1

λjy
t+1
rj ≥ y

t
ro ∀r

λj ≥ 0 ∀j

(5)

Finally, the Malmquist Productivity Index is calculated using Equa-
tion (6):
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MPIo =

√
Dt
o(x

t+1
o , yt+1

o )×Dt+1
o (xt+1

o , yt+1
o )

Dt
o(x

t
o, y

t
o)×Dt+1

o (xto, y
t
o)

(6)

It should be explained that based on the value of the Malmquist Produc-
tivity Index which can be greater, equal to or less than one, the trend
and how the interest rate changes on the unit under consideration are
as follows:

� If MPIo > 1, it indicates on progress in productivity DMU under
investigation.

� If MPIo = 1, it indicates that no change in the productivity of
the DMUo has occurred.

� If MPIo < 1, it indicates on regress in productivity DMU under
investigation.

3 Interval Network Malmquist Productivity In-
dex (INMPI)

In this section, a novel index in order to calculate productivity changes
in insurance companies considering the internal structure in the pres-
ence of imprecise data and nondiscretionary factors will be proposed. It
is necessary to explain that in order to present the proposed research
index, the NDEA approach presented by Chen and Zhou (2004) is used
as the basic model to the capability of used in the presence of a two-
stage structure. Also, the NDEA approach is extended for handling
non-discretionary factors and imprecise data. It should be noted that
the indexes 1 and 2 denote on discretionary and non-discretionary fac-
tors, respectively. As noted earlier, it is important to note that all data
used in the process of calculating the productivity index have interval

uncertainties xij ∈
[
xij , xij

]
, zdj ∈

[
zdj , zdj

]
and yrj ∈

[
y
rj
, yrj

]
where

only the upper and lower bounds are known. In other words, the un-
certain models used to calculate the performance of a two-stage DMU
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over time periods t and t + 1, are in the form of Models (7) and (8),
respectively:

Ñ t
o(x̃

t
o, z̃

t
o, ỹ

t
o) = min θ

ϕ

s.t.
n∑
j=1

λj x̃
t
ij ≤ θx̃tio ∀i ∈ I1

n∑
j=1

λj x̃
t
ij ≤ x̃tio ∀i ∈ I2

n∑
j=1

λj z̃
t
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µj z̃
t
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1

µj ỹ
t
rj ≥ ϕỹtro ∀r ∈ R1

n∑
j=1

µj ỹ
t
rj ≥ ỹtro ∀r ∈ R2

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(7)

Ñ t+1
o (x̃t+1

o , z̃t+1
o , ỹt+1

o ) = min θ
ϕ

s.t.
n∑
j=1

λj x̃
t+1
ij ≤ θx̃

t+1
io ∀i ∈ I1

n∑
j=1

λj x̃
t+1
ij ≤ x̃

t+1
io ∀i ∈ I2

n∑
j=1

λj z̃
t+1
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µj z̃
t+1
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1

µj ỹ
t+1
rj ≥ ϕỹ

t+1
ro ∀r ∈ R1

n∑
j=1

µj ỹ
t+1
rj ≥ ỹ

t+1
ro ∀r ∈ R2

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(8)

Also, Models (4) and (5), which represent the distance of DMU under
consideration with the efficient frontier, are rewritten as Models (9) and
(10), respectively:
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Ñ t+1
o (x̃to, z̃

t
o, ỹ

t
o) = min θ

ϕ

s.t.
n∑
j=1

λj x̃
t+1
ij ≤ θx̃

t
io ∀i ∈ I1

n∑
j=1

λj x̃
t+1
ij ≤ x̃

t
io ∀i ∈ I2

n∑
j=1

λj z̃
t+1
dj ≥ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1

λj = 1

n∑
j=1

µj z̃
t+1
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1

µj ỹ
t+1
rj ≥ ϕỹ

t
ro ∀r ∈ R1

n∑
j=1

µj ỹ
t+1
rj ≥ ỹ

t
ro ∀r ∈ R2

n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(9)

Ñ t
o(x̃

t+1
o , z̃t+1

o , ỹt+1
o ) = min θ

ϕ

s.t.
n∑
j=1

λj x̃
t
ij ≤ θx̃t+1

io ∀i ∈ I1
n∑
j=1

λj x̃
t
ij ≤ x̃t+1

io ∀i ∈ I2
n∑
j=1

λj z̃
t
dj ≥ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1

λj = 1

n∑
j=1

µj z̃
t
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1

µj ỹ
t
rj ≥ ϕỹt+1

ro ∀r ∈ R1

n∑
j=1

µj ỹ
t
rj ≥ ỹt+1

ro ∀r ∈ R2

n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(10)

Due to the uncertainty in the data, the Interval Data Envelopment
Analysis (IDEA) approach proposed by Despotis and Smirlis (2002) is
now applied in modeling, which is widely used approaches in the field
of uncertain DEA. According to the interval programming approach,
Models (11) and (12) are used to calculate the lower and upper bounds
of the performance of DMUo in time periods t, respectively.
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N t
o(x

t
o, z

t
o, y

t
o) = min θ

ϕ

s.t.

n∑
j=1
j 6=o

λjx
t
ij + λox

t
io ≤ θxtio ∀i ∈ I1

n∑
j=1
j 6=o

λjx
t
ij + λox

t
io ≤ xtio ∀i ∈ I2

n∑
j=1

λjz
t
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjz
t
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1
j 6=o

µjy
t
rj + µoy

t
ro
≥ ϕyt

ro
∀r ∈ R1

n∑
j=1
j 6=o

µjy
t
rj + µoy

t
ro
≥ yt

ro
∀r ∈ R2

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(11)

N
t
o(x

t
o, z

t
o, y

t
o) = min θ

ϕ

s.t.

n∑
j=1
j 6=o

λjx
t
ij + λox

t
io ≤ θxtio ∀i ∈ I1

n∑
j=1
j 6=o

λjx
t
ij + λox

t
io ≤ xtio ∀i ∈ I2

n∑
j=1

λjz
t
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjz
t
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1
j 6=o

µjy
t
rj

+ µoy
t
ro ≥ ϕytro ∀r ∈ R1

n∑
j=1
j 6=o

µjy
t
rj

+ µoy
t
ro ≥ ytro ∀r ∈ R2

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(12)

Also, Models (13) and (14) are used to calculate the efficiency of
DMUo in time periods t+ 1, respectively.
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N t+1
o (xt+1

o , zt+1
o , yt+1

o ) = min θ
ϕ

s.t.

n∑
j=1
j 6=o

λjx
t+1
ij + λox̄

t+1
io ≤ θx̄

t+1
io ∀i ∈ I1

n∑
j=1
j 6=o

λjx
t+1
ij + λox̄

t+1
io ≤ x̄

t+1
io ∀i ∈ I2

n∑
j=1

λjz
t+1
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjz
t+1
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1
j 6=o

µjy
t+1
rj + µoy

t+1
ro
≥ ϕyt+1

ro
∀r ∈ R1

n∑
j=1
j 6=o

µjy
t+1
rj + µoy

t+1
ro
≥ yt+1

ro
∀r ∈ R2

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(13)

N
t+1
o (xt+1

o , zt+1
o , yt+1

o ) = min θ
ϕ

s.t.

n∑
j=1
j 6=o

λj x̄
t+1
ij + λox

t+1
io ≤ θx

t+1
io ∀i ∈ I1

n∑
j=1
j 6=o

λj x̄
t+1
ij + λox

t+1
io ≤ x

t+1
io ∀i ∈ I2

n∑
j=1

λjz
t+1
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjz
t+1
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1
j 6=o

µjy
t+1
rj

+ µoy
t+1
ro ≥ ϕyt+1

ro ∀r ∈ R1

n∑
j=1
j 6=o

µjy
t+1
rj

+ µoy
t+1
ro ≥ yt+1

ro ∀r ∈ R2

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(14)

To calculate the maximum and the minimum distance of DMUo in
time periods t with the efficient frontier in time period t + 1, Models
(15) and (16) are used, respectively.
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N t
o(x

t+1
o , zt+1

o , yt+1
o ) = min θ

ϕ

s.t.

n∑
j=1
j 6=o

λjx
t
ij + λox̄

t
io ≤ θx̄t+1

io ∀i ∈ I1

n∑
j=1
j 6=o

λjx
t
ij + λox̄

t
io ≤ x̄t+1

io ∀i ∈ I2

n∑
j=1

λjz
t
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjz
t
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1
j 6=o

µjy
t
rj + µoy

t
ro
≥ ϕyt+1

ro
∀r ∈ R1

n∑
j=1
j 6=o

µjy
t
rj + µoy

t
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≥ yt+1
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∀r ∈ R2
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j=1

µj = 1

λj , µj ≥ 0 ∀j
(15)

N
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t+1
o , zt+1

o , yt+1
o ) = min θ

ϕ

s.t.
n∑
j=1
j 6=o

λj x̄
t
ij + λox

t
io ≤ θxt+1

io ∀i ∈ I1

n∑
j=1
j 6=o

λj x̄
t
ij + λox
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io ≤ xt+1

io ∀i ∈ I2
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j=1

λjz
t
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjz
t
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1
j 6=o

µjy
t
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+ µoy
t
ro ≥ ϕyt+1

ro ∀r ∈ R1
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j=1
j 6=o

µjy
t
rj

+ µoy
t
ro ≥ yt+1
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ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(16)

Finally, Models (17) and (18) are used, respectively, to measure the
maximum and minimum distance of DMUo in time periods t + 1 with
the efficient frontier in the time period t.
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o (xto, z

t
o, y

t
o) = min θ

ϕ

s.t.

n∑
j=1
j 6=o

λj x̄
t+1
ij + λox

t+1
io ≤ θx

t
io ∀i ∈ I1

n∑
j=1
j 6=o

λj x̄
t+1
ij + λox

t+1
io ≤ x

t
io ∀i ∈ I2

n∑
j=1

λjz
t+1
dj ≥ ẑdo ∀d ∈ D1 ∪D2

θ ≤ 1
n∑
j=1

λj = 1

n∑
j=1

µjz
t+1
dj ≤ ẑdo ∀d ∈ D1 ∪D2

n∑
j=1
j 6=o

µjy
t+1
rj

+ µoy
t+1
ro ≥ ϕytro ∀r ∈ R1

n∑
j=1
j 6=o

µjy
t+1
rj

+ µoy
t+1
ro ≥ ytro ∀r ∈ R2

ϕ ≥ 1
n∑
j=1

µj = 1

λj , µj ≥ 0 ∀j
(18)

Finally, the upper and lower bounds of the interval network Malmquist
productivity index are calculated using Models (19) and (20):

INMPINo (L) =

√
N t
o(x

t+1
o , yt+1

o )×N t+1
o (xt+1

o , yt+1
o )

N
t
o(x

t
o, y

t
o)×N

t+1
o (xto, y

t
o)

(19)

INMPINo (U) =

√
N
t
o(x

t+1
o , yt+1

o )×N t+1
o (xt+1

o , yt+1
o )

N t
o(x

t
o, y

t
o)×N t+1

o (xto, y
t
o)

(20)

Theorem 3.1. If (θ∗, ϕ∗, λ∗, µ∗), (θ, ϕ, λ, µ) and (θ, ϕ, λ, µ) are the op-

timal solution of Models (7), (11) and (12), respectively, then θ
ϕ ≤

θ∗

ϕ∗ ≤
θ
ϕ .
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Proof. To prove this proposition, it is sufficient to show that each
optimal solution of Model (7) is a feasible solution of Model (11), and
each optimal solution of Model (12) is a feasible solution of Model (7).
Assume that the optimal solution of Model (7) is (θ∗, ϕ∗, λ∗, µ∗) and
i ∈ I1. We show that this optimal solution can also established in the
constraints of Model (11).
Because of λ∗j ≥ 0 and xtij ≥ x̃tij , j = 1, ..., n, we have:

n∑
j=1
j 6=o

λ∗jx
t
ij + λ∗ox

t
io ≤

n∑
j=1
j 6=o

λ∗j x̃
t
ij + λ∗ox

t
io + λ∗ox̃

t
io − λ∗ox̃tio

Now, with respect to λ∗ is the optimal solution of Model (7), then it is

the feasible solution of this model and with respect to
n∑
j=1

λj x̃
t
ij ≤ θx̃tio,

therefore we have:

n∑
j=1
j 6=o

λ∗jx
t
ij + λ∗ox

t
io ≤

n∑
j=1

λ∗j x̃
t
ij + λ∗ox

t
io − λ∗ox̃tio ≤ θ∗x̃tio + λ∗ox

t
io − λ∗ox̃tio

= θ∗xtio − θ∗xtio + θ∗x̃tio + λ∗ox
t
io − λ∗ox̃tio

Since,
θ∗(x̃io − xtio)− λ∗o(x̃io − xtio) = (x̃io − xtio)(θ∗ − λ∗o)

and xtio ≥ x̃io, we have:
x̃io − xtio ≤ 0 (21)

and with respect to the first constraint of Model (7):

n∑
j=1

λ∗j x̃
t
ij ≤ θ∗x̃tio ⇒

n∑
j=1
j 6=o

λ∗j x̃
t
ij+λ

∗
ox̃
t
io ≤ θ∗x̃tio

n∑
j=1
j 6=o

λ∗j x̃
t
ij ≥ 0

=⇒ λ∗ox̃
t
io ≤ θ∗x̃tio

Therefore, both sides of the relation are divided into xio 6= 0 :

λ∗o ≤ θ∗ ⇒ θ∗ − λ∗o ≥ 0 (22)
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Now, according to Equations (21) and (22), it can be concluded that:

− θ∗xtio + θ∗x̃tio + λ∗ox
t
io − λ∗ox̃tio = θ∗(x̃tio − xtio)− λ∗o(x̃tio − xtio)

= (x̃tio − xtio)(θ∗ − λ∗o) ≤ 0

Therefore,

θ∗xtio − θ∗xtio + θ∗x̃tio + λ∗ox
t
io − λ∗ox̃tio ≤ θ∗xtio

As a result
n∑
j=1
j 6=o

λ∗jx
t
ij + λ∗ox

t
io ≤ θ∗xtio

Thus, the optimal solution of Model (7) can be established from the first
constraint of Model (11). As a result, the optimal solution of Model (7)
is a feasible solution of Model (11), and therefore, the optimum of the
objective function of Model (11) is less than or equal to the value of
objective function of Model (7), i.e. θ

ϕ ≤
θ∗

ϕ∗ . And in a similar manner,

the relation of θ∗

ϕ∗ ≤ θ
ϕ can be proved and consequently the proof can

be completed. Also, if i ∈ I2, it is enough to put θ∗ equal to one in the
above proof process and repeat the same proof process. Therefore, we

have
n∑
j=1
j 6=o

λ∗jx
t
ij + λ∗ox

t
io ≤ xtio.

Moreover, in the same manner, theorem it also can be proofed for the
output constraints. At the end, the theorem is proofed for the con-
straints related to intermediate measures. Based on the definition, we

have
n∑
j=1

λ∗jzdj ≥
n∑
j=1

λ∗j z̃dj .

Since λ∗ is the optimal solution of Model (7), therefore, it also is the

feasible solution of this model, and with respect to
n∑
j=1

λ∗j z̃dj ≥ ẑ∗do, we

have

n∑
j=1

λ∗jzdj ≥
n∑
j=1

λ∗j z̃dj ≥ ẑ∗do. Then, according to the constraint of

Model (11), the relation of

n∑
j=1

λ∗jzdj ≥
n∑
j=1

λ∗j z̃dj ≥ ẑ∗do ≥
n∑
j=1

µ∗j z̃dj is
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conducted.

Finally, we have
n∑
j=1

λ∗jzdj ≥
n∑
j=1

λ∗j z̃dj ≥ ẑ∗do ≥
n∑
j=1

µ∗j z̃dj ≥
n∑
j=1

µ∗jzdj .

Thus, the optimal solution of Model (7) can be established from the sixth
constraint of Model (11). As a result, the optimal solution of Model (7)
is a feasible solution of Model (11), and therefore, the optimal value of
the objective function of Model (11) is less than or equal to the optimal
value of objective function of Model (7) and consequently the proof can
be completed. �

Now, according to the results of INMPI for stage 1, stage 2, and
overall, that obtained from Equations (19) and (20), the productivity
changes of DMUs from first stage, second stage and overall viewpoints
can be classified as follows, respectively:
Stage 1 (S1):

� If INMPI
N(S1)
o (L) > 1 ⇒ DMUS1o ∈ S1++

� If INMPI
N(S1)
o (L)+INMPI

N(S1)
o (U)

2 > 1 ⇒ DMUS1o ∈ S1+

� If INMPI
N(S1)
o (L)+INMPI

N(S1)
o (U)

2 = 1 ⇒ DMUS1o ∈ S1

� If INMPI
N(S1)
o (L)+INMPI

N(S1)
o (U)

2 < 1 ⇒ DMUS1o ∈ S1−

� If INMPI
N(S1)
o (U) < 1 ⇒ DMUS1o ∈ S1−−

Stage 2 (S2):

� If INMPI
N(S2)
o (L) > 1 ⇒ DMUS2o ∈ S2++

� If INMPI
N(S2)
o (L)+INMPI

N(S2)
o (U)

2 > 1 ⇒ DMUS2o ∈ S2+

� If INMPI
N(S2)
o (L)+INMPI

N(S2)
o (U)

2 = 1 ⇒ DMUS2o ∈ S2

� If INMPI
N(S2)
o (L)+INMPI

N(S2)
o (U)

2 < 1 ⇒ DMUS2o ∈ S2−

� If INMPI
N(S2)
o (U) < 1 ⇒ DMUS2o ∈ S2−−
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Overall (O):

� If INMPI
N(O)
o (L) > 1 ⇒ DMUOo ∈ O++

� If INMPI
N(O)
o (L)+INMPI

N(O)
o (U)

2 > 1 ⇒ DMUOo ∈ O+

� If INMPI
N(O)
o (L)+INMPI

N(O)
o (U)

2 = 1 ⇒ DMUOo ∈ O

� If INMPI
N(O)
o (L)+INMPI

N(O)
o (U)

2 < 1 ⇒ DMUOo ∈ O−

� If INMPI
N(O)
o (U) < 1 ⇒ DMUOo ∈ O−−

It should be explained that based on the lower and upper values of
the proposed index interval, the trend and how the interest rate changes
on the DMU under consideration can be divisible as follows:
Stage 1:

� If DMUo ∈ S1++, it indicates progress in productivity of the stage
1.

� If DMUo ∈ S1+, it indicates marginally progress in productivity
of the stage 1.

� If DMUo ∈ S1, it indicates that no change in the productivity of
the stage 1 has occurred.

� If DMUo ∈ S1−, it indicates marginally regress in productivity of
the stage 1.

� If DMUo ∈ S1−−, it indicates regress in productivity of the stage
1.

Stage 2:

� If DMUo ∈ S2++, it indicates progress in productivity of the stage
2.
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� If DMUo ∈ S2+, it indicates marginally progress in productivity
of the stage 2.

� If DMUo ∈ S2, it indicates that no change in the productivity of
the stage 2 has occurred.

� If DMUo ∈ S2−, it indicates marginally regress in productivity of
the stage 2.

� If DMUo ∈ S2−−, it indicates regress in productivity of the stage
2.

Overall:

� If DMUo ∈ O++, it indicates progress in productivity of the over-
all.

� If DMUo ∈ O+, it indicates marginally progress in productivity of
the overall.

� If DMUo ∈ O, it indicates that no change in the productivity of
the overall has occurred.

� If DMUo ∈ O−, it indicates marginally regress in productivity of
the overall.

� If DMUo ∈ O−−, it indicates regress in productivity of the overall.

4 Real-Life Case Study

In this section, the proposed research approach is implemented using
real data. For this purpose, data of 10 insurance companies in Iran were
extracted for two consecutive years 2014 and 2015.
It should be noted that inputs 1 and 2 are respectively operation costs
and insurance costs, intermediate measures 1 and 2 are respectively di-
rect written premium and reinsurance premium and finally outputs 1
and 2 are underwriting profit and investment profit, respectively. Given
these explanations, the upper and lower bounds of the data for all 10
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insurance companies for the years 2014 and 2015 are set out in Tables 2
and 3, respectively:

Table 2: The Real Data for Insurance Companies - 2014

Insurance
Companies x1 x2 z1 z2 y1 y2

L
ow

er
B

ou
n
d

IC 01 3562766 854122 8155585 777572 2183815 32371
IC 02 4143911 778104 10134219 1333132 1771955 1002725
IC 03 3462208 2105323 14976590 887621 4371693 353410
IC 04 2632175 1611667 8065327 580714 1708637 441415
IC 05 3618236 777112 14719272 837500 4083786 659211
IC 06 2473610 509647 6413810 537261 937123 349171
IC 07 2544177 1849264 8608785 441331 3661588 482720
IC 08 976611 661180 4748616 1076082 752263 283708
IC 09 267175 286849 2156783 526368 609720 61952
IC 10 284817 65216 421432 281750 454386 39288

U
p
p

er
B

ou
n
d

IC 01 3634742 871376 8320345 793280 2227933 33025
IC 02 4227627 793824 10338951 1360064 1807753 1022983
IC 03 3532152 2147855 15279148 905553 4460011 360550
IC 04 2685351 1644225 8228263 592446 1743155 450333
IC 05 3691332 792812 15016632 854420 4166286 672529
IC 06 2523582 519943 6543382 548115 956055 356225
IC 07 2595575 1886622 8782699 450247 3735560 492472
IC 08 996341 674538 4844548 1097822 767461 289440
IC 09 272573 292643 2200355 537002 622038 63204
IC 10 290571 66534 429946 287442 463566 40082
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Table 3: The Real Data for Insurance Companies - 2015

Insurance
Companies x1 x2 z1 z2 y1 y2

L
ow

er
B

ou
n
d

IC 01 3760541 906334 8806692 817234 2289532 34351
IC 02 4552639 815458 11543228 1445266 1876531 1046415
IC 03 3827327 2125488 16421621 917314 5212335 375861
IC 04 3113833 1681562 8876324 629134 1894517 491926
IC 05 4227158 838483 15051617 904428 4916213 729230
IC 06 2866644 531617 7094322 596523 986621 411720
IC 07 2936217 2342321 9173127 507767 4085688 564155
IC 08 1036515 709428 5184232 1115323 818318 412432
IC 09 323715 333531 2191521 590906 719332 75226
IC 10 353417 71734 482088 322232 521224 49766

U
p
p

er
B

ou
n
d

IC 01 3836511 924644 8984604 833744 2335786 35045
IC 02 4644611 831932 11776424 1474464 1914441 1067555
IC 03 3904647 2168428 16753371 935846 5317635 383455
IC 04 3176739 1715532 9055644 641844 1932791 501864
IC 05 4312556 855423 15355691 922700 5015531 743962
IC 06 2924556 542357 7237642 608573 1006553 420038
IC 07 2995535 2389641 9358443 518025 4168228 575553
IC 08 1057455 723760 5288964 1137855 834850 420764
IC 09 330255 340269 2235795 602844 733864 76746
IC 10 360557 73184 491828 328742 531754 50772

Now, after collecting the data, the results of solving and implement-
ing the Models (11) to (18) previously presented in Section 3 are shown
in Tables 4 to 7, respectively:

Table 4: The Results of Models (11) and (12), DN t
o(x

t
o, z

t
o, y

t
o)

Insurance Stage 1 Stage 2 Overall
Companies Lower Upper Lower Upper Lower Upper

IC 01 0.57 0.61 0.58 0.61 0.33 0.37
IC 02 0.61 0.98 1.00 1.00 0.61 0.98
IC 03 0.54 0.55 1.00 1.00 0.54 0.55
IC 04 0.75 0.82 0.60 0.62 0.45 0.51
IC 05 0.62 0.62 1.00 1.00 0.62 0.62
IC 06 1.00 1.00 0.40 0.42 0.40 0.42
IC 07 0.72 0.75 1.00 1.00 0.72 0.75
IC 08 1.00 1.00 0.36 0.38 0.36 0.38
IC 09 1.00 1.00 0.53 0.55 0.53 0.55
IC 10 1.00 1.00 0.12 0.13 0.12 0.13
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Table 5: The Results of Models (13) and (14), DN t+1
o (xt+1

o , zt+1
o , yt+1

o )

Insurance Stage 1 Stage 2 Overall
Companies Lower Upper Lower Upper Lower Upper

IC 01 0.68 0.68 0.53 0.57 0.36 0.39
IC 02 0.66 0.98 1.00 1.00 0.66 0.98
IC 03 0.53 0.55 1.00 1.00 0.53 0.55
IC 04 0.73 0.79 0.61 0.63 0.44 0.50
IC 05 0.64 0.64 1.00 1.00 0.64 0.64
IC 06 1.00 1.00 0.42 0.44 0.42 0.44
IC 07 0.68 0.70 1.00 1.00 0.68 0.70
IC 08 0.94 1.00 0.89 0.89 0.83 0.89
IC 09 1.00 1.00 0.58 0.60 0.58 0.60
IC 10 1.00 1.00 0.13 0.99 0.13 0.99

Table 6: The Results of Models (15) and (16), DN t
o(x

t+1
o , zt+1

o , yt+1
o )

Insurance Stage 1 Stage 2 Overall
Companies Lower Upper Lower Upper Lower Upper

IC 01 0.54 0.58 0.61 0.64 0.33 0.37
IC 02 0.58 0.93 1.05 1.77 0.61 1.65
IC 03 0.49 0.5 1.4 1.45 0.68 0.73
IC 04 0.65 0.7 0.67 0.69 0.43 0.49
IC 05 0.57 0.57 1.37 1.43 0.78 0.81
IC 06 1.27 1.38 0.45 0.47 0.57 0.65
IC 07 0.63 0.66 1.13 1.13 0.71 0.74
IC 08 0.46 1.02 0.77 1.49 0.36 1.51
IC 09 0.87 0.87 0.61 0.64 0.53 0.55
IC 10 6.36 6.84 0.14 0.15 0.89 0.99

Table 7: The Results of Models (17) and (18), DN t+1
o (xto, z

t
o, y

t
o)

Insurance Stage 1 Stage 2 Overall
Companies Lower Upper Lower Upper Lower Upper

IC 01 0.72 0.73 0.51 0.55 0.37 0.4
IC 02 0.69 1.04 0.97 1.5 0.66 1.57
IC 03 0.58 0.59 1.05 1.09 0.6 0.65
IC 04 0.84 0.91 0.55 0.57 0.46 0.52
IC 05 0.73 0.74 1.04 1.09 0.76 0.8
IC 06 1.44 1.57 0.37 0.39 0.54 0.61
IC 07 0.78 0.81 0.9 0.9 0.7 0.73
IC 08 1.98 2.04 0.36 0.38 0.72 0.78
IC 09 1.21 1.21 0.49 0.51 0.59 0.62
IC 10 1.24 8.54 0.11 0.83 0.13 7.09
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Finally, the values of the proposed efficiency index for each marketing
and investment process as well as the entire insurance company are
shown in Table 8.

Table 8: The Results of INMPI

Insurance Marketing Investment Overall
Companies Lower Upper Class Lower Upper Class Lower Upper Class
IC 01 0.91 0.98 S1– 0.99 1.11 S2+ 0.9 1.09 O-
IC 02 0.61 1.48 S1+ 0.84 1.35 S2+ 0.51 2 O+
IC 03 0.89 0.94 S1– 1.13 1.18 S2++ 1.01 1.11 O++
IC 04 0.79 0.94 S1– 1.07 1.16 S2++ 0.84 1.08 O-
IC 05 0.89 0.9 S1– 1.12 1.17 S2++ 1 1.05 O++
IC 06 0.9 0.98 S1– 1.08 1.18 S2++ 0.98 1.15 O+
IC 07 0.83 0.9 S1– 1.12 1.12 S2++ 0.94 1.02 O-
IC 08 0.46 0.72 S1– 2.16 3.19 S2++ 1 2.29 O++
IC 09 0.85 0.85 S1– 1.12 1.22 S2++ 0.95 1.03 O-
IC 10 0.86 2.35 S1+ 0.41 3.3 S2+ 0.35 7.75 O+

As shown in Table 8, from the marketing perspective, the majority
of insurance companies including IC 01, IC 03, IC 04, IC 05, IC 06, IC
07, IC 08, and IC 09 had regressed and they fall into category S1 . The
main reason of this regress is due to the lack of proper cost management
in ICs and this issue should be modified.
Unlike the stage 1, in the stage 2, most of insurance companies including
IC 03, IC 04, IC 05, IC 06, IC 07, IC 08, IC 09 from the investment
perspective had an acceptable improvement in their productivity and
they fall into category S2 . Also, the rest of ICs including IC 01, IC 02,
IC 10 fall into category S2 . Therefore, it can be concluded that the
management of ICs in the investment function is acceptable.
In terms of overall performance, only three insurance companies includ-
ing IC 03, IC 05 and IC 08 have also achieved a good performance in
2015 compared to 2014 and classified as O . As a result, these insurance
companies can be considered as benchmark for other Insurance compa-
nies mangers. In other words, the management style of these growing
companies can be applied to other companies as a benchmark.
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5 Conclusions and Future Research Directions

In this study, we presented a new productivity index called Malmquist
Interval Network Productivity Index with the aim of measuring insur-
ance productivity changes over time. It should be explained that the
reason for presenting this index was the need to consider the structure
and internal relationships of insurance companies, as well as the uncer-
tainty in the data in the process of calculating productivity changes.
Because ignoring the internal structure of companies, along with data
uncertainty, may lead to invalid results. Finally, the efficiency of the
proposed approach was evaluated using real data obtained from 10 in-
surance companies in Iran, which results indicate the robustness of the
new index. For the future studies, the other uncertain programming
approaches such as stochastic programming, fuzzy mathematical pro-
gramming and robust optimization, can also be used to deal with differ-
ent type of data uncertainty. Moreover, non-discretionary factors can be
considered in performance assessment procedure of insurance companies.
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