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Abstract. In this paper, an efficient algorithm is proposed to approx-
imate all real solutions of a nonlinear equation. This algorithm is based
on convergence conditions of Adomian decomposition method (ADM)
for solving functional equations. The presented algorithm is well done,
particularly, when we desire to obtain more than one solution of a non-
linear equation with using only one initial solution. The scheme is tested
for some examples and the obtained results demonstrate reliability and
efficiency of the proposed algorithm.
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1. Introduction

One of the oldest and most basic problems in mathematics is that of solving a
nonlinear equations f(x) = 0 . This problem has motivated many theoretical
developments including the fact that solution formulas do not in general exist.
Thus, the development of algorithms for finding solutions has historically been
an important enterprise. Newton-Raphson method [1] is the most popular tech-
nique for solving nonlinear equations. Many topics related to Newton’s method
still attract attention from researchers. As is well known, a disadvantage of the
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method is that the initial approximation x0, must be chosen sufficiently close
to a true solution in order to guarantee their convergence. Finding a criterion
for choosing x0 is quite difficult and therefore effective and globally convergent
algorithms are needed [2]. In recent years, the study of numerical methods
has provided an attractive field for researchers of mathematical sciences which
have risen to the appearance of different numerical computational methods
and efficient algorithms to solve the nonlinear equations. In fact, there are
several iterative methods have been developed to solve the nonlinear equations
f(x) = 0 , by using ADM, iterative method, and other techniques (for example
see [3-15]). Theoretical treatment of the convergence of the decomposition se-
ries to the ADM has been considered in [16-21].
In this work, a new algorithm for solving nonlinear equations is presented.
The proposed method can be found more than one zero of nonlinear equation
f(x) = 0 (if exist), by using only one initial solution x0. This method is based
on ADM and the Banach’s fixed point theorem [16]. The proposed algorithm
is numerically performed through Maple programming. The obtained results
show the advantage using this method. Note that, the authors in [9, 10] have
applied convergence conditions of ADM to solve nonlinear equations and sys-
tem of nonlinear equations. This paper is organized into following sections of
which this introduction is the first. ADM is described in Section 2. Section 3
derives the method. Also, a Predictor-Corrector algorithm for finding all zeros
of nonlinear equations is presented in Section 4. In Section 5 we present some
numerical examples to illustrate the efficiency and reliability of the presented
method. Finally, the paper is concluded with conclusion.

2. Adomian Decomposition Method Synthesis

Adomian decomposition method was presented by Adomian in 1981. This
method and its modifications have a good usage in solving the differential,
algebraic-differential, integral equations, etc [22]. The convergence of the ADM
have investigated by many researchers. Here, the review of the standard ADM
for solving nonlinear equations is presented. For this reason, consider the non-
linear equation,

f(x) = 0 , (1)

which can be transformed to,

x = F (x) + c , (2)
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algorithm. Then, an approximated solution of nonlinear equation (1) is com-
pute by using corrector part of proposed algorithm.

I. The Predictor Part

Object: To compute an initial approximation of a nonlinear equation.
Input: Nonlinear equation f(x) = F (x)+c = 0 , α (0 < α < 1) and m (m � 1).
Output : Initial approximation, x̄.

Step 1 : Choose,

β = cF ′(0)
c(α−1)−F (0) or β = −cF ′(0)

c+F (0) or β = F ′(0)
α−1 .

Step 2: Compute Adomian’s polynomials Ai, for nonlinear term F (x)+βx
β and

put ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x0 = c
β ,

x1 = A0,
x2 = A1,
...
xk+1 = Ak ,

while 1 � k � m and the condition |xk | � |xk−1 | � ... � |x0 | is hold. Now,
put

x̄ = x0 + x1 + ... + xk.

II. The Corrector Part

Object: To compute approximated solution of a nonlinear equation.
Input: Nonlinear equationf(x) = 0, Initial approximation x̄, α (0 < α < 1) ,
ε > 0 and m (m � 1).
Output: Approximated solution x̃.
Step 1: If | f(x̄) | < ε then go to step 5.
Step 2: Choose,

β =
f ′(x̄)
α − 1

,

or

β =
f ′(x̄) (2 − α) +

√
α2 f ′2(x̄) + 2 f(x̄) f ′′(x̄) (α − 1)

2(α − 1)
,

or

β =
f ′(x̄) (2 − α) − √

α2 f ′2(x̄) + 2 f(x̄) f ′′(x̄) (α − 1)
2(α − 1)

.
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Step 3: Compute Adomian’s polynomials Bi, for nonlinear term f(x)+βx
β and

put ⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

x0 = x̄ ,
x1 = B0 − x̄,
x2 = B1,
...
xk+1 = Bk ,

while 1 � k � m and the condition |xk | � |xk−1 | � ... � |x0 | is hold. Now,
put

x̄ = x0 + x1 + ... + xk

Step 4: If | f(x̄) | < ε then go to step 5 else go to step 2.
Step 5: Put x̃ = x̄ and stop.

Remark 4.1. By using different obtained real constants β which are appeared
in step 1 and step 2 of above algorithms, respectively. In fact, it is possible that
the obtained approximated solutions converge to different solutions of equation
(1) (see Examples 5.2 and 5.3).

5. Numerical Examples

In this section, some examples are solved by the proposed algorithm of this
paper. The obtained results show that the proposed algorithm can appropri-
ately solve the nonlinear equation (1). In fact, the standard ADM and its
modifications [3-8] can solve nonlinear equation (1) in specific cases whereas
the proposed algorithm can solve equation (1) in more cases (see Example 5.3).
In addition, we can obtain more than one zero of nonlinear equation f(x) = 0
(if exist), with using the presented algorithm and chose a comfortable initial
solution (Note that, we have obtained two and there real solution of Examples
5.2 and 5.3 via two and one initial solution x0, respectively). Here, the algo-
rithm is performed by maple with 15 digits precision. In this section, we set
m = 5, ε = 10−12 and α = 0.1, for all examples.

Example 5.1. Consider the nonlinear equation,

x6 − 5x5 + 3x4 + x3 + 2x2 − 8x − 0.5 = 0, (18)

which has two real solutions,

x1 = −0.0615753511597450, (19)

and
x2 = 4.23471316736242, (20)
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In [3], the first solution, (19), was obtained by a modification of ADM. Here,
we obtain all real solutions (19) and (20) by the presented algorithm. For this
reason, we rewrite (18) as below,

x =
x6 − 5x5 + 3x4 + x3 + 2x2 − 8x + βx

β
− 0.5

β
.

Now, by using algorithm (4.I), we obtain,

β = 8.0, β = 8.888 . . . , β = 8.888 . . . .

Choosing β =8.0, we obtain

x0 = −0.0625,

x1 = 0.000952370464801789,

x2 = −0.0000287613653337411,

x3 = 0.00000108346254799556,

x4 = −0.456933501001624 e − 7,

x5 = 0.206479468869854 e − 8,

So, we obtain initial approximation x̄ =
∑5

i=0 xi = −0.0615753510665393, with
| f(x̄) | = 9.3 e − 11 which it shows that this initial approximation is suitable.
Now, by using algorithm (4.II), we have,

β = 8.23809310631965, β = 9.153436786 . . . , β = 9.153436788 . . . .

where through choosing β =8.23809310631965, we obtain,

x0 = −0.0615753510665395,

x1 = −0.932055 e − 10,

x2 = −0.2 e − 16,

x3 = 0.2 e − 20,

x4 = −0.2 e − 23,

x5 = −0.3 e − 23,

and x̃ = x̄ =
∑5

i=0 xi = −0.0615753511597450, with | f(x̄) | = 0.
To obtain, second real solution (20), corrected part of the presented algorithm
with initial approximation x̄ = 5.0 is applied and Table (5.) shows the results.
The obtained results show the advantage using proposed algorithm for this
example.
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