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1 Introduction

Fractional calculus indicates the differential and integral with frac-
tional order. In recent years, many phenomena in the real world, such
as finance [10], medical [15], transfer of heat [1%], Geo-Hydrology [3],
are modelled by fractional calculus. In [20], an iterative scheme to solve
the fractional-order model for brushless DC motor is suggested. Fractal
calculus is a field of fractional for the functions that are not integrable
or differentiable in their domain. Fractal calculus is used in electro-
magnetic fields and various branches of physics. The stability of a class
of fractal-order equation in [23] is studied. Fractional equations can be
classified into fractional differential equations, optimal control problems,
boundary and initial value problems, fractional partial differential, and
partial integro-differential equations [7].

Recently, it has been observed that many phenomena in dynamic
processes can not be characterized by constant fractional operators |7,

]. So, the order of differential operator possesses an active matter that
can vary a function of time, space, or parameters of the system. Ross and
Samko, in 1993, introduced the concept of variable-order(VO) fractional
operators and studied their properties [16]. After that, the outlook of VO
fractional calculus is generalized by many scholars, and its applications
are investigated in many fields such as viscoelasticity oscillators [19],
petroleum engineering [13], signal processing [21], and engineering [11].
The VO operators have the variable exponent kernel so, getting the
analytical solutions is complex and in, many cases impossible. So, many
researchers investigate numerical methods. In [17, 6] the VO differential
equations are solved by the finite difference method. Bhrawey and Zaky
[1] suggested the shifted Legendre polynomials to solve the cable VO
differential equation. A numerical approximation is applied by Tavares
et al. [22] to solve VO partial differential equations. The authors in
[12], with the kernel method, solved the VO problems by boundary
conditions.

In this study, a class of VO differential equations is brought up as:

DOX (8) + a(t)X'(t) + b(t) X (t) + c(t) X (7(t)) = f(t), t€[0,1],
X(0) =X, X(1) =\,
(1)



SOLVING A CLASS OF VARIABLE-ORDER ...

where a(t), b(t), c(t) € C?[0,1],a(t), 7(t), f(t) € C[0,1],0 < 7(t) < 1 and
D“(t) represents the VO Caputo derivative that, n — 1 < a(t) < n.

This article is arranged as follows: In Sect. 2, certain preliminary of
VO calculus are introduced. In Sect. 3, the Genocchi polynomials and
function approximation are expressed. In Sect. 4, the numerical method
is explained. In Sect. 5, the error bound is shown. In Sect. 6, the
numerical conclusions achieved by this method are announced. Results
display the presented method be efficient for detecting the numerical
yields of VO differential equations.

2 Preliminaries

Some primary definitions of VO operators, in this section, will be men-
tioned.

Definition 2.1. The VO integral operator of function X'(¢) in Riemann-
Liouville sense with the «(t) > 0 order is defined as [20]

1 t u(x
1°Ox(t) = (@) /0 = x()l)a(t) de  oft) >0,

the Gamma function is shown as I'().

Definition 2.2. The VO Caputo derivative operator for a differentiable
and continuous function u(z) is defined as [9]

C noa(t) _ 1 ! —z n—a(t)—lan(t) T
DR () = T'(n —a(t)) /0 (t—2) dxm dz, @)

where n — 1 < a(t) <mn, n € N.

If the values of «(t) are an integer, then the VO Caputo derivative
becomes identical to the classical derivative.

Corollary 2.3. As a direct conclusion from (2), the VO Caputo deriva-
tive is a linear operator such as the fractional and integer-order deriva-
tive.

DO (ug(t) + Af (1)) = pD*Wg(t) + AD*V f(2),

where p and \ are constants.
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Corollary 2.4. Let X(t) =t* k > 1, then [1]

I(1+k)
7190 x (¢) = e s,
A COES e
and .
+1 k—o
DO x(t) = { TEH=a@)’ O, keNk>n,
0, otherwise,

that n = [«(t)]. Furthermore

DOC =0 (Cis a constant).

3 The Properties of the Genocchi Polynomials

In this section, first, the Genocchi function is introduced then the func-
tion approximation is described.

3.1 Genocchi polynomials

The Genocchi polynomials of degree n can be defined with generating
function [2]
2xe™t

1+e”

oo [L‘n

= Z mGn(t)a (|t| < 77)' (3)
n=0

Several first values of the Genocchi polynomials are

Gi(t)=1, Ga(t)=2t—1, Gs(t)=3t*—3t,
Gy(t) = 48> — 6t2 + 1, Gs(t) = 5t* — 10t + 5t.

Also, g, := G,(0) is named the Genocchi numbers, be defined with the
generating function

2x = "
1+ et = ngn, (|‘T| < ﬂ-)'
n=0 "~

The Genocchi polynomial in (3) can be presented by the Genocchi num-

ber as follows .
n
Gn(t) = Z <l>xl.gn_l.
=0



SOLVING A CLASS OF VARIABLE-ORDER ...

In the following, some properties of the Genocchi polynomials are re-
called

gn+Gp(1)=0, n>1,

4G, (1
dt( ) =nGp_1(t), n>1,
! 2(—1)"n!m!
= > 1.
/0 GG ()t = (@), mon >

3.2 Function approximation

Assume H = span{Gy(t),...,Gn(t)} C L?[0,1] be space with the finite-
dimensional. Any arbitrary X (¢) € L?[0,1] has a best unique approxi-
mation X' (t) in H such as [9]

3X() e Hy Wy()eH  ||xX(t) - X(t)]| < | X() —y@)ll.

We can decompose the L? as L? = H @ H* since H C L? is close
subspace. Also, we have X'(t) = y*(t) +y(t), therefore X (t) —y(t) € H*
then

vy(t) € Ho (X(t) = X(t),y(t)) = 0.

where (.,.) shows the inner product. On the other hand, as X € H then
{ci}ti=0,....n are unique coefficients that

N

X(t) = cnGnl(t).

n=0

X(t)

12

4 Description Method

Ritz, in 1908, introduced an approximation method to solve the initial
and boundary differential equations. Now we apply this method for
estimating VO differential equations.

Suppose X (t) € L?[0,1]. we approximate X (t) as

N
X(t) = X(t) =) cnd(t)Gn(t) + w(t) (4)
n=0
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where ¢(t) is a non-unique function that must be chosen in some way
that ¢(t,) is not zero. Meanwhile, the (4) satisfy the homogenous ini-
tial problem (1). Also, w(t) that is called ” satisfier function” must be
satisfied in boundary conditions as

Several ways are to choose the satisfier function, but regularly, inter-
polation is applied. Experience perceived that when selected satisfier
function is closer to the exact solution, obtained numerical results are
cost-effective computational [25].

Concerning boundary conditions (1), the ¢(t) is considered as

o(t) = (t — 1)t.

Now the unknown function X(t) is estimated as

N
X(t) = Xn(t) = catt — 1)Gn(t) + w(t). (5)
n=0

This approximation (5) is substituted in (1) and yields
DX (8) + a(t) X (E) + b(6) Xx () + () Xk(7 (1) = f(1),  (6)

and using the collocation method for (6) in t; = HLN,Z' =12,---,N
points, an algebraic system of linear or nonlinear equations is achieved.
This resulting system is solved with Mathematica 10 software and un-
known coefficients ¢,, are obtained.

5 Error Analysis
In the last section, H is considered the collection of Geocchi functions on

[0,1]. Suppose X (t) € CN*1[0,1] and X (t) be the best approximation
for X(t). Also, Xn(z) € H in [0,1] is defined as

Ax(t) =Y XD -8, €€ 0,1)
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Utilizing Taylor polynomials is inferred that

_ \N+1
) - o) < Y s 120 )

Consider M = sup;¢|o 1 |ANFL(t)| and using (7), we have
1 = X 72p01) < X = Anl[720.

- [ - o
0

! (t -
<

X1+n(§) (1 -~ n)!
M2 1
= [(1+N)!]2/0 (£ = I'+2N,

dt

therefore,
1
|1 =opvas <
0

Finally, we conclude that

3+2N

< M 2
“14+NV3+2N’

& = XN 20,1 (8)
when N (the number of Genocchi functions) is increasing, the right value
of (8) inclines to zero, which means the approximation converges to u(x).

6 Illustrative Examples

The proposed numerical method is used for solving two instances. The
simulation is performed for N = 5 (the number of truncated terms in the
Genocchi series is N'). The collocation points are 2z = NLH, 1=1,--- k.
The fractional-order is 1 < a(z) < 2. The absolute error is calculated
with En(z) = |u(x) —upn(x)|. The result is compared with the previous
work and, tables; graphs, indicate that with a low volume of conclusions,
high accuracy is obtained.
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Example 6.1. Assume the boundary value VO differential equation as

{D“(x)u(x) + du(zx) + cos(x)u/(z) + Su(x?) = f(z), = €]0,1], 9)

w(0) =0, u(l) =1,
where f(z) = 13(9”;__7;(;;) + 52t + 42% + 2zcos(z) and a(z) = SEEnL
u(x) = 2% be the exact solution.
According to the last section, firstly, u(z) is estimated by the Ritz-
approximation. The satisfier function that applies in boundary condi-
tions (9) be as follows:
w(z) = .

Then, the unknown ¢ coefficients are calculated with the collocation
method and z points:

co = 1, c1 = —5.0445 x 10715,
o= —1.8983 x 10714, 3= —3.7484 x 10715,
cs = —7.3741 x 10712,

These Coefficients specify the @(z). The error of the method is drawn in
Fig 1. The error of this method is compared with RKSM (reproducing
kernel splines method) [24] in Table 1.

3.x107" |-
25%x107"0 |

2.)(10—16 L

Ju(x)-uy (x)]

1.5%x107" |

E=

1.x1076 |

5.x107"7 |-

oL

I I I I I 11

0.0 0.2 0.4 0.6 0.8 1.0
X

Figure 1: The absolute error of the present method in Example 6.1.

The above table detected the advantages of the proposed method,
since selecting much fewer points than last work, and high accuracy be
obtained.
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Table 1: Comparison of absolute errors in Example 1.

x Exo[24] Es present method
0.1 2.79655E — 14 1.38778E — 16
0.2 3.12597FE — 14 2.22045F — 16
0.3 3.50414F — 14 3.33067F — 16
0.4 3.91076E — 14 3.33067E — 16
0.5 4.37705F — 14 3.33067F — 16
0.6 4.86278F — 14 3.05311F — 16
0.7 5.37903E — 14 2.498F — 16
0.8 5.92859FE — 14 2.22045F — 17
0.9 6.51701E — 14 2.35922F — 16

Example 6.2. Assume the boundary value VO fractional problem of
the form [24]

(10)

D@y (x) + 2u(z) + e*u'(z) + Su(e* 1) = f(z), z€0,1],
u(0) =4, wu(l) =9,

op2—a(z)

where f(2) = f—gryy T2(2° +4r+4) +8(4e” ! +e* 72 +4) +e7 (20 +4)
and o(z) = 1(6 + cosz) . The exact solution is u(z) = 4 + 4z + 2.
The satisfier function, with respect to equation (10) is considered as
w(z) = (z + 2)%. Using the discussed method the ¢ are as:

5.4656 x 10714, ¢ = 3.1455 x 10714, ¢y = 1.9810 x 10713,
2.8209 x 10714, ¢4 = 7.762 x 10714,

co —
CcC3 =

The absolute error be drawn in Fig 2, on [0, 1].

7 Conclusion

In the current paper, a class of VO fractional differential equations is
estimated via Genocchi polynomials and Ritz-approximation. Then the
new approximated equation is solved by the collocation method. The
error bound of the scheme is explained. Solved examples demonstrated
the reliability and accuracy of the mentioned method.
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7.x107° |
6.x107"8 |-
5.x107"8 |-

= |
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Figure 2: The absolute error of the proposed method in Example 2.
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