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Abstract. We introduce some numerical radius inequalities for prod-
ucts of two Hilbert space operators. Among other inequalities, it is
shown that if S, T ∈ B(H) and ST = TS∗, then

ω(ST ) ≤ ω(S)ω(T ) +
1

2
DS sup

θ∈R
DeiθT+e−iθT∗ ,

where DS = inf
λ∈C

∥S − λI∥. Also, we show that if S, T ∈ B(H) and S be

self-adjointable, then

ω(ST ) ≤
(
2∥S∥ − min

λ∈σ(S)
|λ|

)
ω(T ).
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1 Introduction and preliminaries

Let B(H) denote the C∗-algebra of all bounded linear operators on a
complex Hilbert spaceH with inner product ⟨·, ·⟩. LetDS = inf

λ∈C
∥S − λI∥

(the distance of S from scalar operators), and let RS denote the radius
of the smallest disk in the complex plane containing σ(S) (the spectrum
of S). It is not hard to check that the infimum in the definition of DS

is attained at some λ0 ∈ C, that is, DS = ∥S − λ0I∥. It is known (see,
e.g., [10]) that DS = RS for any normal operator S.
The numerical radius of S ∈ B(H) is defined by

ω(S) = sup{ |⟨Sx, x⟩| : ∥x∥ = 1 }.

It is well known that ω(·) is a norm on B(H) which is equivalent to the
usual operator norm ∥.∥. In fact, for all S ∈ B(H),

∥S∥
2

≤ ω(S) ≤ ∥S∥. (1)

For other results and comments on the inequalities in (1) see [3, 6, 8, 9].
In [2], Berger proved that for any S ∈ B(H) and natural number n,

ω(Sn) ≤ ωn(S).

Holbrook in [4] showed that, for any S, T ∈ B(H),

ω(ST ) ≤ 4ω(S)ω(T ).

In the case ST = TS, then

ω(ST ) ≤ 2ω(S)ω(T ).

If S is an isometry (or a unitary) and ST = TS, then

ω(ST ) ≤ ω(T ).

It is shown in [5] that, for any S, T ∈ B(H),

ω(S∗T ± TS) ≤ 2∥S∥ω(T ). (2)
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If S and T are operators in B(H), we write the direct sum S ⊕ T for

the 2×2 operator matrix

[
T 0
0 S

]
, regarded as an operator on H⊕H.

Thus

ω(T ⊕ S) = max(ω(T ), ω(S)).

Also,

∥T ⊕ S∥ =

∥∥∥∥[ 0 T
S 0

]∥∥∥∥ = max(∥T∥, ∥S∥). (3)

The question about the best constant k such that the inequality

ω(ST ) ≤ k∥S∥ω(T ). (4)

holds for all operators S, T ∈ B(H) is still open.
Concerning the inequality (4), it is shown in [1] that if S, T ∈ B(H),
then

ω(ST ) ≤ (∥S∥+DS)ω(T ). (5)

Also, if S > 0, then

ω(ST ) ≤ 3

2
∥S∥ω(T ). (6)

In Section 2, we establish some numerical radius inequalities for products
of two Hilbert space operators. Some applications of these inequalities
are considered as well. Particularly, in some cases we obtain an improve-
ment of inequality (5) and (6).

2 Main results

In order to derive our main results, we need the following lemmas. The
first lemma is well known (see, e.g., [11]).

Lemma 2.1. Let S ∈ B(H). Then

ω(S) = sup
θ∈R

∥Re(eiθS)∥. (7)



4 M. SHAH HOSSEINI AND B. MOOSAVI

The second lemma, which can be found in [7], gives new numerical
radius inequalities for products of two Hilbert space operators.

Lemma 2.2. Let S, T ∈ B(H). Then

w (ST ) ≤ ω(S)ω(T ) +DSDT . (8)

The following result may be stated as well.

Theorem 2.3. Let S, T ∈ B(H) and k ∈ R. If S > 0 and DT ≤ k∥T∥,
then

ω(ST ) ≤ (1 + k)∥S∥ω(T ).

Proof. By Lemma 2.2,

ω(ST ) ≤ ω(S)ω(T ) +DSDT . (9)

Since DT ≤ k∥T∥, from the inequality (9) we have

ω(ST ) ≤ ω(T )(ω(S) + 2kDS).

If S is a projection operator, then

DS = RS =
1

2

and so

ω(ST ) ≤ (1 + k)ω(T ). (10)

First we prove that if S is a positive contraction operator, then

ω(ST ) ≤ (1 + k)∥S∥ω(T ).

If R =
√
S − S2, then the operator P =

[
S R
R I − S

]
is a projection on

H ⊕H due to S
√
S − S2 =

√
S − S2S. If T1 =

[
T 0
0 T

]
, then

ω

([
ST RT
RT (I − S)T

])
= ω(PT1)

≤ (1 + k)ω(T1) (by (10))

≤ (1 + k)ω(T )
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and so

ω

([
ST RT
RT (I −A)T

])
≤ (1 + k)ω(T ). (11)

Since ω(K∗SK) ≤ ω(S)∥K∥2 for each operator K ∈ B(H), from the
inequalities (11) we have

ω(ST ) = ω

([
ST 0
0 0

])
= ω

([
I 0
0 0

] [
ST RT
RT (I − ST )

] [
I 0
0 0

])
≤ ω

([
ST RT
RT (I − ST )

])
≤ (1 + k)ω(T ).

Therefore
ω(ST ) ≤ (1 + k)ω(T ).

Now, let S be a positive operator and ∥S∥ ≥ 1. It follows from inequality

ω(
S

∥S∥
T ) ≤ (1 + k)ω(T )

that
ω(ST ) ≤ (1 + k)∥S∥ω(T ).

This completes the proof. □

Theorem 2.4. If S, T ∈ B(H), then

ω(ST ) ≤ ω(S)ω(T ) +
1

2
DS sup

θ∈R
DeiθT+e−iθT ∗ +

1

2
ω(ST − TS∗).

Proof. Clearly, ∥Re(ST )∥ = ω(Re(ST )). Then

∥Re(ST )∥ = ω(
ST + T ∗S∗

2
)

≤ 1

2
ω(S(T + T ∗)) +

1

2
ω(ST − TS∗)

≤ ∥T + T ∗∥ω(S)
2

+
1

2
DSDT+T ∗ +

1

2
ω(ST − TS∗)
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by Lemma 2.2. Hence,

∥Re(ST )∥ ≤ ∥T + T ∗∥ω(S)
2

+
1

2
DSDT+T ∗ +

1

2
ω(ST − TS∗). (12)

Suppose that θ ∈ R. Replacing T by eiθT in the inequality (12) gives

∥Re(eiθST )∥ ≤ ∥Re(eiθT )∥ω(S) + 1

2
DSDeiθT+e−iθT ∗ +

1

2
ω(ST − TS∗).

Taking the supremum over θ ∈ R gives

ω(ST ) ≤ ω(S)ω(T ) +
1

2
DS sup

θ∈R
DeiθT+e−iθT ∗ +

1

2
ω(ST − TS∗),

by Lemma 2.1. This completes the proof. □

As a direct consequence of Theorem 2.2, we have:

Corollary 2.5. If S, T ∈ B(H) and ST = TS∗, then

ω(ST ) ≤ ω(S)ω(T ) +
1

2
DS sup

θ∈R
DeiθT+e−iθT ∗ .

Remark 2.6. Suppose that S, T ∈ B(H) are such as corollary 2.5 and
θ ∈ R. Since DeiθT+e−iθT ∗ ≤ ∥eiθT + e−iθT ∗∥, from the Corollary 2.5 we
have

ω(ST ) ≤ ω(S)ω(T ) +DS∥Re(eiθT )∥.

Now, taking the supremum over θ ∈ R gives

ω(ST ) ≤ (ω(S) +DS)ω(T ),

which is refinement of (5).

The following result may be as well.

Theorem 2.7. Let S, T ∈ B(H). If there exsist z0 ∈ C such that
∥S − z0I∥ = DS and ∥Re(ST )∥ ≤ ∥Re( z̄0

|z0|ST )∥, then

ω(ST ) ≤ (2DS + ω(S))ω(T )
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Proof. By (12),

∥Re(ST )∥ ≤ ∥T + T ∗∥ω(S)
2

+
1

2
DSDT+T ∗ +

1

2
ω(ST − TS∗). (13)

Let α0 = z̄0
|z0| , where z0 ∈ C is such that ∥S − z0I∥ = DS . Replacing S

by α0S in the inequality (13) gives

∥Re(α0ST )∥ ≤ ∥T + T ∗∥ω(S)
2

+
1

2
DSDT+T ∗ +

1

2
ω(α0ST − ᾱ0TS

∗)

≤ ∥T + T ∗∥ω(S)
2

+
1

2
DSDT+T ∗

+
1

2
ω(α0(S − z0I)T − ᾱ0T (S − z0I)

∗)

≤ ∥T + T ∗∥ω(S)
2

+
1

2
DSDT+T ∗ + ∥S − z0I∥ω(T )

by (2). Therefore,

∥Re(α0ST )∥ ≤ ∥T + T ∗∥ω(S)
2

+
DSDT+T ∗

2
+DSω(T ). (14)

The hypothesis, ∥Re(ST )∥ ≤ ∥Re( z̄0
|z0|ST )∥, gives

∥Re(ST )∥ ≤ ∥T + T ∗∥ω(S)
2

+
DSDT+T ∗

2
+DSω(T ) (by (14))

≤ ∥Re(T )∥ω(S) +DS
∥T + T ∗∥

2
+DSω(T )

≤ ∥Re(T )∥(ω(S) +DS) +DSω(T ).

Suppose that θ ∈ R. Replacing T by eiθT gives

∥Re(eiθST )∥ ≤ ∥Re(eiθT )∥(ω(S) +DS) +DSω(T ).

Taking the supremum over θ ∈ R gives

ω(ST ) ≤ ω(T )(ω(S) +DS) +DSω(T ),

which is exactly the desired result. □
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Remark 2.8. The conditions stated in the Theorem 2.7 apply to many
cases. For example, it can be described as when there exist z0 ∈ R
such that ∥S − z0I∥ = DS . Also, for the case where the operator S is

self-adjointable, then by considering z0 =
maxλ∈σ(S)(λ)+minλ∈σ(S)(λ)

2 , the
conditions of Theorem 2.7 are established.

Corollary 2.9. If S, T ∈ B(H) and S be self-adjointable, then

ω(ST ) ≤
(
2∥S∥ − min

λ∈σ(S)
(|λ|)

)
ω(T ).

Proof. Since S is self-adjointable operator, then

DS = RS =
∥S∥ −minλ∈σ(S)(|λ|)

2
.

The result follows from Theorem 2.7. □
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