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#### Abstract

In this paper, the Lie group of point symmetries for a kind of Benjamin-Bona-Mahoney (BBM) equation is obtained by applying the classical Lie symmetry method. An optimal system of sub-algebras of dimension one for the BBM equation is deduced by classifying the adjoint representation orbits of the Lie symmetry group. Then, for any infinitesimal symmetry generators of the Lie group, the related similarity reductions are generated and new group invariant solutions for the BBM equation are obtained. Also, new conservation laws for this equation are constructed by the method of scaling. The conservation laws densities are calculated by using the concept of variables weight, scaling symmetry and Euler operator and their fluxes are computed by applying the homotopy operator.
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## 1 Introduction

The well known Korteweg-de Vries equation (KdV equation) was applied by Benjamin, Bona and Mahony for modeling long surface gravitational waves of small amplitude that propagate uni-directionally in $1+1$ dimensions [4]. This equation which is known as Benjamin-Bona-Mahony equation (or BBM equation), is also called the regularized long-wave equation (RLWE) in literature. In contrary to the KdV equation, which is unstable in its high wave number components, the solutions of the BBM equation are unique and stable. Furthermore, the KdV equation has an infinite number of integrals of motion, while the BBM equation just admits three of them [9, 27]. Before, in 1966, this equation was appeared in the work by Peregrine, for study of undular bores [29]. Some other mathematicians have also studied different types of this equation and have obtained useful solutions for this equation [3, 14]. In this paper, we take a kind of the BBM equation under attention, which has two nonlinear terms as

$$
\begin{equation*}
u_{t}+p u_{x}+q u u_{x}+r u^{2} u_{x}+s u_{x x x}=0 \tag{1}
\end{equation*}
$$

for arbitrary nonzero constants $p, q, r$ and $s$ [20]. Biswas utilized the solitary wave ansatz and computed an exact 1 -soliton solution of (1) In [5]. Also, Weierstrass elliptic function was instructed for obtaining additional exact solutions to some nonlinear evolutionary equations. For instance, in [17, 18], Kuru examined the BBM-like equation, and another kind of generalized BBM equation was investigated by Estevez et al. [12]. Furthermore, by using an equivalent way, Deng et al. analyze a nonlinear variant of the PHI-four equation [11]. A new modified BBM local fractional equation based on the local fractional derivative was recently investigated in [32] and practical and interesting results were obtained from it. In the present work, we obtain similarity reductions for (1) by the method of Lie classical symmetry and we compute its conservation laws by the scaling method. As we know, analysis of differential
equations is interwoven with these algebraic methods. Reductions of the order, computation of invariant solutions and determining new ones from the know solutions of ODEs are nice applications of the Lie symmetry theory which was founded by Sophus Lie in the late of nineteenth century [19]. In order to see more applications of Lie's symmetry method we refer to [8] and references therein. Based on the Lie symmetry group of an ODE, an algorithm is developed to find particular solutions of the differential equation, which are famous as group invariant solutions, by the Lie's symmetry method. The number of independent variables of the differential equation is decreased in the reduced system and group invariant solutions are in fact the solutions of this system [2, 21, 22, 23, 33]. Lie's symmetry method was generalized by Bluman and Cole, in order to compute the group invariant solutions [7].

A substantial concept in physics are conservation laws, which show the invariance of a physical quantity during time of occurrence a physical process. Conservation laws, which are actually the mathematical model of physical laws related to the constancy of energy and mass, play an essential role in the study of differential equations and the analysis of their solutions. The basic laws of fluid mechanics dictate that mass is conserved in a control volume for fluids of constant density. Therefore, the total mass entering the control volume must be equal to the total mass leaving the control volume plus the mass accumulated in the control volume. In other words, the total energy of an isolated system remains constant. The same principle applies to fluid mechanics. There are many ways to find the conservation laws of a differential equation [ $6,13,24,25]$. One of the common procedure is Noether's method, in which Noether's theorem comes into use. This theorem expresses the connection between the variational symmetries of a Lagrangian and the conservation laws of the corresponding Euler-Lagrange equations [ $1,15,26]$. Another method that is discussed in the present study is the scaling method. In this algorithmic method, concepts of calculus of variations and linear algebra are used [30]. We consider a linear combination of differential expressions with arbitrary coefficients which are invariant under the dilation symmetry of the differential equation. Then we take the derivative of the initial density with respect to time variable and apply the equation to it. Next, we apply the Euler operator
on the obtained expression and set the result equal to zero. By solving the resulting linear system, the indeterminate coefficients of the density are obtained. After the initial density is calculated, the corresponding flux can be obtained by applying the homotopy operator. The present paper is organized in the following way. In order to keep the paper self-contained, section 2 consists of some recent studies and prerequisite which we will use them later. In section 3, we obtain the classical symmetries of BBM equation from Lie's method. Section 4 is devoted to finding the one-parameter optimal system of subalgebras and reducing the equation by the generators of these subalgebras. Finally, the conservation laws of the BBM equation are calculated by the scaling method in section 5 .

## 2 Preliminaries

In this section, some prerequisites and recent studies on classical symmetries, and the conservation laws of differential equations, which are used later are stated (see [26] and [30]). Suppose that $\Delta$ be a system of PDEs,

$$
\Delta \equiv \Delta_{l}\left(x, u^{(M)}\right)=0, \quad l=1, . ., v
$$

where $u=\left(u^{1}, \ldots, u^{s}\right)$ and $x=\left(x^{1}, \ldots, x^{r}\right)$ are dependent and independent variables respectively and $M$ is the order of $\Delta$. Also, $u^{(M)}$ means the $u$ derivatives from order 0 to $M$ and $v$ is the number of system equations. Let

$$
Y=\sum_{k=1}^{r} \eta^{k}(x, u) \partial_{x^{k}}+\sum_{j=1}^{s} \varphi_{j}(x, u) \partial_{u^{j}}
$$

be a general vector filed in the space of system variables and $Y^{(M)}$ represent the prolongation of $Y$ of order $M$. In order that $Y$ be a symmetry group generator for $\Delta$, the invariant criterion must be applied as follows, (Theorem 2.36 of [26])

$$
\begin{equation*}
Y^{(M)}\left[\Delta_{l}\left(x, u^{(M)}\right)\right]=0, \quad l=1, \ldots, v, \quad \text { whenever } \quad \Delta_{l}\left(x, u^{(M)}\right)=0 . \tag{2}
\end{equation*}
$$

A conservation law for a PDE is a divergence term that holds on solutions of the desired PDE. In the equations that are in the evolution form, one of the independent variables is recognized as the time $t$ and the residual variables $x=\left(x^{1}, \ldots, x^{r}\right)$ show the spatial variables,

$$
u_{t}=P\left(x, u^{(M)}\right)
$$

and all the $x$-derivatives of $u$ denotes by $u^{(M)}$. In this case, the conservation law becomes as follows

$$
\begin{equation*}
D_{t} \rho+\operatorname{Div} J=0 \tag{3}
\end{equation*}
$$

and $D_{t}$ is the total derivative related to $t, J$ is the flux and $\operatorname{Div} J$ is the total divergence of $J$ with respect to $x^{1}, \ldots, x^{r}$ and $\rho$ is density map. The map of density $\rho$, and its corresponding flux $J=\left(J_{1}, \ldots, J_{r}\right)$, are operations of $u, t, x$ and the $u$ derivatives related to $t$ and $x$ [26].
Definition 2.1. Suppose $h=h\left(x, u^{(M)}(x)\right)$ be a scaler differential function. We define the zeroth-Euler operator as follows

$$
\mathcal{L}_{u(x)} h=\left(\mathcal{L}_{u^{1}(x)} h, \mathcal{L}_{u^{2}(x)} h, \ldots, \mathcal{L}_{u^{s}(x)} h\right)
$$

with
$\mathcal{L}_{u^{j}(x)} h=\sum_{k_{1}=0}^{M_{1}^{j}} \ldots \sum_{k_{r}=0}^{M_{r}^{j}}\left(-D_{x^{1}}\right)^{k_{1}} \ldots\left(-D_{x^{r}}\right)^{k_{r}} \frac{\partial h}{\partial u_{k_{1} x^{1} \ldots k_{r} x^{r}}^{j}}, j=1, \ldots, s$,
where $M_{i}^{j}$ are the degrees of $h$ for the components $u^{j}$ related to $x^{i}, i=$ $1, \ldots, r$ [30].

Since BBM equation has $x$ as its spatial variable, let focus on the one dimensional case.

Definition 2.2. Let $h=h\left(x, u^{(M)}(x)\right)$ be a M-order map. We say that $h$ is exact if a map like $H\left(x, u^{(M-1)}(x)\right)$ is found so that $h=\operatorname{Div} H=$ $D_{x} H$.

In the following theorem, we demonstrate a test for the differential function exactness. For this test, we use the zeroth order Euler operator, which plays a fundamental role in finding conservation laws.

Theorem 2.3. $h$ is an exact differential function iff $\mathcal{L}_{u(x)} h=0$, where 0 is the vector $(0,0, \ldots, 0)$ with $s$ components [30].

Definition 2.4. For a differential function $h=h\left(x, u^{(M)}(x)\right)$, the $1 D$ homotopy operator is expressed as

$$
\begin{equation*}
\mathcal{H}_{u(x)} h=\int_{0}^{1}\left(\sum_{j=1}^{s} \mathcal{I}_{u^{j}(x)} h\right)[\lambda u] \frac{d \lambda}{\lambda} \tag{5}
\end{equation*}
$$

where $\mathcal{I}_{u^{j}(x)} h$ is considered by

$$
\begin{equation*}
\mathcal{I}_{u^{j}(x)} h=\sum_{k=1}^{M_{1}^{j}}\left(\sum_{i=0}^{k-1} u_{i x}^{j}\left(-D_{x}\right)^{k-(i+1)}\right) \frac{\partial h}{\partial u_{k x}^{j}} \tag{6}
\end{equation*}
$$

By applying this operator, $\mathrm{Div}^{-1}$ is constructed by the subsequent theorem.

Theorem 2.5. Consider an exact differential mapping such as $h=$ $h\left(x, u^{(M)}(x)\right)$, that means, there is a function $H\left(x, u^{(M-1)}(x)\right)$ so that $h=D_{x} H$. Then we have

$$
H=D_{x}^{-1} h=\mathcal{H}_{u(x)} h
$$

For more details and the proof of above theorems refer to [30].

## 3 Classical Symmetry of the BBM Equation

In this section, the classical symmetries of equation (1) from Lie's method are obtained. Suppose,

$$
\left\{\begin{array}{l}
\hat{t}=t+\epsilon \tau(t, x, u)+o\left(\epsilon^{2}\right) \\
\hat{x}=x+\epsilon \eta(t, x, u)+o\left(\epsilon^{2}\right) \\
\hat{u}=u+\epsilon \varphi(t, x, u)+o\left(\epsilon^{2}\right)
\end{array}\right.
$$

be the Lie group of one-dimensional point transformations. The corresponding generator for this transformation symmetry group is generally as follows,

$$
\begin{equation*}
Y=\tau(t, x, u) \partial_{t}+\eta(t, x, u) \partial_{x}+\varphi(t, x, u) \partial_{u} \tag{7}
\end{equation*}
$$

The third order prolongation of this vector field can be calculated as follows,

$$
\begin{equation*}
Y^{(3)}=Y+\varphi^{t} \partial_{u_{t}}+\cdots+\varphi^{x x x} \partial_{u_{x x x}}, \tag{8}
\end{equation*}
$$

where the coefficients are

$$
\left\{\begin{align*}
\varphi^{t} & =D_{t}\left(\varphi-\tau u_{t}-\eta u_{x}\right)+\eta u_{t x}+\tau u_{t t},  \tag{9}\\
\varphi^{x} & =D_{x}\left(\varphi-\tau u_{t}-\eta u_{x}\right)+\eta u_{x x}+\tau u_{t x}, \\
& \vdots \\
\varphi^{x x x} & =D_{x}^{3}\left(\varphi-\tau u_{t}-\eta u_{x}\right)+\tau u_{t x x x}+\eta u_{x x x x},
\end{align*}\right.
$$

(For more details, refer to [26].) By using the invariance criterion (2) we obtain,

$$
\begin{equation*}
Y^{(3)}\left(u_{t}+p u_{x}+q u u_{x}+r u^{2} u_{x}+s u_{x x x}\right)=0, \tag{10}
\end{equation*}
$$

whenever

$$
u_{t}+p u_{x}+q u u_{x}+r u^{2} u_{x}+s u_{x x x}=0 .
$$

By substituting (8) along with coefficients (9) in relation (10) we have,

$$
\varphi_{t}-u_{x} \eta_{t}+3 s u_{x}^{2} u_{x x} \tau_{u u} q u+\cdots+2 \varphi u u_{x}=0
$$

After collecting the similar terms and setting their coefficients equal to zero, the system of determining equations is deduced as

$$
\begin{array}{llll}
\varphi_{x}=0, & \varphi_{t}=0, & \varphi_{u}=\frac{4 \varphi r}{q+2 r u}, & \tau_{x}=0, \\
\tau_{t}=\frac{-6 \varphi r}{q+2 r u}, & \eta_{t}=\frac{\varphi\left(q^{2}-4 r p\right)}{q+2 r u}, & \eta_{x}=\frac{-2 \varphi r}{q+2 r u}, & \eta_{u}=0 .
\end{array}
$$

By solving this system, we have:
Theorem 3.1. The Lie group of classical symmetry of the BBM equation has a Lie algebra which is generated by (7) with the coefficients, $\eta=c_{1}\left(q^{2} t-2 r x-4 p r t\right)+c_{3}, \quad \tau=-6 c_{1} r t+c_{2}, \quad \varphi=c_{1}(q+2 r u)$,
where $c_{1}, c_{2}$ and $c_{3}$ are real arbitrary constants.

Corollary 3.2. The generators of the symmetry Lie algebra of (1) are
$Y_{1}=\partial_{t}, \quad Y_{2}=\partial_{x}, \quad Y_{3}=\left(q^{2} t-4 p r t-2 r x\right) \partial_{x}-6 r t \partial_{t}+(q+2 r u) \partial_{u}$.
The one-parameter group $H_{i}(\varepsilon)$ can be obtained by exponentiating of the generator $Y_{i} .(i=1, \cdots, 3)$

$$
\begin{aligned}
H_{1}(\varepsilon):(t, x, u) \longrightarrow & (t+\varepsilon, x, u), \\
H_{2}(\varepsilon):(t, x, u) \longrightarrow & (t, x+\varepsilon, u), \\
H_{3}(\varepsilon):(t, x, u) \longrightarrow & \left(t e^{-6 r \varepsilon}, \frac{e^{-2 r \varepsilon}}{4 r}\left(q^{2} t-4 r p t+4 r x\right)+\right. \\
& \left.e^{-6 r \varepsilon} t\left(p-\frac{q^{2}}{4 r}\right), \frac{1}{2 r}\left(e^{2 r \varepsilon}(q+2 r u)-q\right)\right) .
\end{aligned}
$$

Corollary 3.3. If $u=f(t, x)$ is a solution of the Eq. (1), then the following functions will also be solutions of the equation,

$$
\begin{aligned}
H_{1}(\varepsilon) \cdot f(t, x)= & f(t-\varepsilon, x) \\
H_{2}(\varepsilon) \cdot f(t, x)= & f(t, x-\varepsilon) \\
H_{3}(\varepsilon) \cdot f(t, x)= & \frac{q}{2 r}\left(e^{2 r \varepsilon}-1\right)+ \\
& f\left(e^{6 r \varepsilon} t, e^{2 r \varepsilon}\left(x+t\left(e^{4 r \varepsilon}-1\right)\left(p-\frac{q^{2}}{4 r}\right)\right)\right) e^{2 r \varepsilon} .
\end{aligned}
$$

Also, if functions $H_{1}, H_{2}$ and $H_{3}$ are combined arbitrarily, the result will be a solution to the equation.

## 4 Reductions and Optimal System of the BBM Equation

In this section, by using the group of symmetry for BBM equation, we compute the optimal system of one-dimensional subalgebras. It is clear that an infinite number of infinitesimal generators exist for the group $G$ of symmetries, because any linear combination of infinitesimal generators is itself an infinitesimal generator. So an important tip is to specify, which generators give different types of solutions. Thus, we need to determine those invariant solutions, such that no transformations in
the symmetry group may convert them to each other. It is the principle of the subalgebras optimal system concept. On the other hand, the classification of one-dimensional subalgebras is equivalent to classifying and identifying the adjoint representation orbits [27]. The subalgebras optimal system arises from the selection of a representative from each equivalence class. The classification of orbits can be handled by taking any member in Lie algebra and then simplifying it as much as possible by influencing different adjoint transformations on it [28, 27]. For each $Y_{i}, i=1, \ldots, 3$, the adjoint representations are defined as follows

$$
\begin{equation*}
\operatorname{Ad}\left(\exp \left(s . Y_{i}\right) . Y_{j}\right)=Y_{j}-s \cdot\left[Y_{i}, Y_{j}\right]+\frac{s^{2}}{2} \cdot\left[Y_{i},\left[Y_{i}, Y_{j}\right]\right]-\cdots, \tag{11}
\end{equation*}
$$

where $s$ is a parameter and $\left[Y_{i}, Y_{j}\right]$ is the Lie algebra commutator for $i, j=1, \cdots, 3[27]$. We can compute all of the adjoint representations of the Lie symmetry group for the BBM equation by (11). They are shown in Table 1. The $(i, j)$ entry express $\operatorname{Ad}\left(\exp \left(s . Y_{i}\right) \cdot Y_{j}\right)$.

Table 1: Adjoint action of the generators $Y_{i}$.

| Ad | $Y_{1}$ | $Y_{2}$ | $Y_{3}$ |
| :---: | :---: | :---: | :---: |
| $Y_{1}$ | $Y_{1}$ | $Y_{2}$ | $s B Y_{2}-6 s r Y_{1}+Y_{3}$ |
| $Y_{2}$ | $Y_{1}$ | $Y_{2}$ | $-2 s r Y_{2}+Y_{3}$ |
| $Y_{3}$ | $\frac{e^{2 s r}-e^{6 s r}}{4 r} B Y_{2}+e^{6 s r} Y_{1}$ | $e^{2 s r} Y_{2}$ | $Y_{3}$ |

where $B=\left(q^{2}-4 r p\right)$. Now the following theorem can be expressed.
Theorem 4.1. The one-dimensional optimal system for symmetry Lie algebra of the equation (1) is produced by the following generators

1) $Y_{3}$,
2) $Y_{1}$,
3) $Y_{2}$.

Proof. Suppose that $F_{i}^{\varepsilon}: \mathfrak{g} \rightarrow \mathfrak{g}$ be the adjoint transformation $Y \mapsto$ $\operatorname{Ad}\left(\exp \left(\varepsilon . Y_{i}\right) \cdot Y\right)$. Considering the basis $Y_{i}, i=1, \ldots, 3$, the matrices corresponding to $F_{i}^{\varepsilon}$ are obtained as follows,
$M_{1}^{\varepsilon}=\left[\begin{array}{ccc}1 & 0 & 6 r \varepsilon \\ 0 & 1 & -\varepsilon B \\ 0 & 0 & 1\end{array}\right], M_{2}^{\varepsilon}=\left[\begin{array}{ccc}1 & 0 & 0 \\ 0 & 1 & 2 r \varepsilon \\ 0 & 0 & 1\end{array}\right], M_{3}^{\varepsilon}=\left[\begin{array}{ccc}e^{-6 r \varepsilon} & 0 & 0 \\ \frac{e^{-2 e r}-e^{-6 \varepsilon r}}{4 r} B & e^{-2 r \varepsilon} & 0 \\ 0 & 0 & 1\end{array}\right]$.

If $Y=\sum_{i=1}^{3} a_{i} Y_{i}$ be an element of $\mathfrak{g}$ in the general form, then

$$
\begin{aligned}
F_{3}^{\varepsilon_{3}} \circ F_{2}^{\varepsilon_{2}} \circ F_{1}^{\varepsilon_{1}}: Y \mapsto & \left(e^{-6 r \varepsilon} a_{1}+6 r \varepsilon a_{3}\right) Y_{1}+(\cdots \\
& \left.+\left(\cdots+2 e^{-2 r \varepsilon} r \varepsilon\right) a_{3}\right) Y_{2}+a_{3} Y_{3} .
\end{aligned}
$$

Now, by influencing the appropriate adjoint representation $F_{i}^{\varepsilon_{i}}$ on $Y$, we simplify $Y$ as follows.

- If $a_{3} \neq 0$, then we can make the coefficients of $Y_{2}$ and $Y_{1}$ zero by setting $\varepsilon_{2}=\frac{-a_{2}}{2 r a_{3}}$ and $\varepsilon_{1}=\frac{-a_{1}}{6 r}$ in $F_{2}^{\varepsilon_{2}}$ and $F_{1}^{\varepsilon_{1}}$ respectively. With scaling of $Y$ if needed, it can be assumed that $a_{3}=1$. Therefore, $Y$ is simplified to the case (1).
- If $a_{3}=0$ and $a_{1} \neq 0$, then we can make the coefficients of $Y_{2}$ zero by setting $\varepsilon_{3}=\frac{-1}{4 r} \ln \left(\frac{4 a_{1} p r-a_{1} q^{2}-4 a_{2} r}{a_{1}\left(4 p r-q^{2}\right)}\right)$ in $F_{3}^{\varepsilon_{3}}$. With scaling of $Y$ if needed, it can be assumed that $a_{1}=1$. Therefore, $Y$ is simplified to the case (2).
- If $a_{1}=a_{3}=0$, then with scaling of $Y$ if needed, it can be assumed that $a_{2}=1$. So $Y$ is simplified to the case (3).

In this way, there is no other case to check and the proof is complete.

Corollary 4.2. The generators of the optimal system for the one-parameter subalgebras of the symmetry algebra of two non-linearity terms Benjamin-Bona-Mahoney equation are equal to the generators of the symmetry algebra of this equation.

Equation (1) has $(t, x, u)$ as coordinates. For reducing this equation, we need to introduce new coordinates $(z, f)$, based on independent differential invariants. Then, the reduced equations are obtained by replacing new coordinates and using the chain rule. Consider the infinitesimal generator $Y_{1}=\partial_{t}$. For obtaining the independent invariants $I$, we must solve $\left(\partial_{t}\right) I=0$. To solve this equation, the corresponding characteristic ordinary differential equation can be solved

$$
\frac{d t}{1}=\frac{d x}{0}=\frac{d u}{0}
$$

By solving this system, $z=x$ and $f=u$ are obtained as the functionally independent invariants. The derivatives of $u$ with respect to $t$ and $x$ can be obtained using the chain rule in terms of the new variables $z$ and $f$. By replacing the new variables and their derivatives in equation (1), the reduced equation is obtained as

$$
p f^{\prime}+q f f^{\prime}+r f^{2} f^{\prime}+s f^{\prime \prime \prime}=0
$$

where the prime in the above and all reduced equations denotes differentiation with respect to $z$. For solving this equation we differentiate it twice with respect to $z$. By placing the same values of the equation itself in the resulting expression and simplifying it, the following first-order equation is obtained

$$
\left(f^{\prime}\right)^{2}=-\frac{r}{6 s} f^{4}-\frac{q}{3 s} f^{3}-\frac{p}{s} f^{2}+c_{1} f+c_{2} .
$$

By solving this ordinary differential equation, we get three sets of solutions

$$
\begin{aligned}
& u(t, x)=\frac{-6 p}{q+i \sqrt{q^{2}-6 p r} \sinh \left(\sqrt{\frac{p}{s}}\left(x-\frac{p t}{s}\right)+N\right)}, \\
& u(t, x)=\frac{-6 p q \operatorname{sech}^{2}\left(\sqrt{\frac{p}{4 s}}\left(x-\frac{p t}{s}\right)\right)}{2 q^{2}-3 p r\left(1-\tanh \left(\sqrt{\frac{p}{4 s}}\left(x-\frac{p t}{s}\right)\right)\right)^{2}}, \\
& u(t, x)=\frac{-6 p \operatorname{sech}\left(\sqrt{\frac{p}{s}}\left(x-\frac{p t}{s}\right)\right)}{\sqrt{q^{2}-6 p r}+q \operatorname{sech}\left(\sqrt{\frac{p}{s}}\left(x-\frac{p t}{s}\right)\right)}
\end{aligned}
$$

where $N$ is a constant value. In a similar way, reduced equations can be obtained for all the generators in the optimal system.

The reduced form equation for case (1): $Y_{3}=\left(q^{2} t-4 p r t-2 r x\right) \partial_{x}-$ $6 r t \partial_{t}+(q+2 r u) \partial_{u}$. Functionally independent invariants are $z=\frac{t q^{2}+4 r(x-t p)}{4 r \sqrt[3]{t}}$ and $f=\frac{\sqrt[3]{t}(q+2 r u)}{2 r}$ and by using these new variables the corresponding reduced equation is obtained as follows.

$$
f+f^{\prime} n-3 r f^{2} f^{\prime}-3 s f^{\prime \prime \prime}=0 .
$$

The reduced equation for case (2): $Y_{2}=\partial_{x}$. Functionally independent invariants are $z=t$ and $f=u$ and by using these new variables the corresponding reduced equation is obtained as

$$
f^{\prime}=0
$$

Solving this reduced equation we get the trivial solution $f=c$, that $c$ is an optional scaler. In this case, trivial group invariant solution $u(t, x)=c$ is deduced..

It is also possible to determine other group invariant solutions for the equation. For example the functionally independent invariants for $Y 2+a Y_{1}=\partial_{x}+a \partial_{t}$ are $z=-a x+t$ and $f=u$ and by using these new variables the corresponding reduced equation is obtained as

$$
(1-a p) f^{\prime}-a q f f^{\prime}-r a f^{2} f^{\prime}-s a^{3} f^{\prime \prime \prime}=0 .
$$

The similarity solutions can be obtained via solving these reduced equations, Some implicit form for solutions of the above equations can be found in [10]

## 5 Conservation Laws for the BBM Equation

In this section, the conservation laws of BBM equation are computed by applying the method of scaling. To calculate the conservation laws from this method, the first step is to deduce the density $\rho$ from the scaling or dilation symmetry. Then calculate the corresponding flux $J$ by applying the operator of homotopy. For constructing the incipient density, we consider a linear compound of invariant component under dilation symmetry with unspecified coefficients. Now, we get the total derivative of the initial density related to time and in the resulting expression we replace wherever there was a derivative with respect to time from the BBM equation. Therefore, there is no derivative with respect to time in the obtained expression. Also this expression must be exact by relation (3). So, unspecified coefficients will be determined as the solutions of the equations, that is constructed by using the theorem of exactness 2.3 ,

$$
\mathcal{L}_{u(x)}\left(D_{t} \rho\right)=0 .
$$

After solving this system and specifying the coefficients, the real density is obtained. Now, by using the homotopy operator, that is inverse of the divergence, the flux can also be obtained.

$$
J=-\operatorname{Div}^{-1}\left(D_{t} \rho\right)
$$

### 5.1 Dilation symmetry of the BBM equation

Some algorithms exist for calculating scaling symmetries [6, 26]. In this work, we apply the notion of weights of variables to compute the dilation symmetries for the BBM equation [16, 30].

Definition 5.1. The weight of variable $x$ in an equation is a number such as $p$ that does not change the equation if we replace the term $x$ with $\lambda^{p}$. We show the weight for the dilation symmetry $x \rightarrow \lambda^{-p} x$ with $\mathrm{w}(x)=-p$. Also, the weight for derivatives $D_{x}$ is determined according to the weight of $x$. Actually, $\mathrm{w}\left(D_{x}\right)=p$ whenever $\mathrm{w}(x)=-p$.

Definition 5.2. The rank of a monomial is defined as the summation of its variables weight. Also, we say that a differential function $h$ is uniform in rank if all its monomials have the same rank.

Since $u_{x}, u u_{x}$ and $u_{x x x}$ make the weight equations incompatible, the rank uniformity of BBM equation is violated. To solve this problem, we assume that parameters $p, q, r$ and $s$ have weight. So the weight-balance equations for (1) are

$$
\begin{aligned}
\mathrm{w}(u)+\mathrm{w}\left(D_{t}\right)= & \mathrm{w}(p)+\mathrm{w}(u)+\mathrm{w}\left(D_{x}\right)= \\
& \mathrm{w}(q)+2 \mathrm{w}(u)+\mathrm{w}\left(D_{x}\right)= \\
& \mathrm{w}(r)+3 \mathrm{w}(u)+\mathrm{w}\left(D_{x}\right)= \\
& \mathrm{w}(s)+\mathrm{w}(u)+3 \mathrm{w}\left(D_{x}\right) .
\end{aligned}
$$

For solving this system, we set $\mathrm{w}\left(D_{x}\right)=1=\mathrm{w}(u)$. Therefore, a solution for the weight-balance equations system is obtained as

$$
\mathrm{w}\left(D_{t}\right)=3, \quad \mathrm{w}(p)=2, \quad \mathrm{w}(q)=1, \quad \mathrm{w}(r)=0, \quad \mathrm{w}(s)=0 .
$$

As a result, the dilation symmetry for the BBM equation is

$$
(t, x, u, p, q) \rightarrow\left(\lambda^{-3} t, \lambda^{-1} x, \lambda u, \lambda^{2} p, \lambda q\right) .
$$

Since the conservation laws are established on the solutions of the equation, so the conservation laws must also have the property of rank uniformity. That is, both the density and the corresponding flux must be uniform in rank. Based on this fact, we try to find the real density by considering a preselected rank for the initial density and also considering the scaling symmetry (see [31] for more information).

### 5.2 Computing the real density

We describe how to construct the density of a conservation law in this subsection. For this purpose, we first consider a fixed rank for the initial density. For example, for equation (1), we start with rank 4. Consider the set $\mathcal{P}$ of all monomials that consist of dependent variables and their derivatives of rank 4. The method of constructing the mentioned set is that we consider the set

$$
\mathcal{Q}=\left\{u^{4}, u^{3}, u^{2}, u, q u^{3}, p u^{2}, q^{2} u^{2}, q u^{2}, q^{3} u, q^{2} u, q u, p u\right\}
$$

of dependent variables and their powers up to the rank 4 and then by taking total derivation of them, we raise the rank of its sentences to 4 . So we have

$$
\begin{align*}
& \mathcal{P}= \\
& \left\{u^{4}, u^{2} u_{x}, u_{x}^{2}, u u_{x x}, u_{x x x}, q u^{3}, p u^{2}, q^{2} u^{2}, q u u_{x}, q^{3} u, q^{2} u_{x}, q u_{x x}, p u_{x}\right\} . \tag{12}
\end{align*}
$$

To have a non-trivial density, all sentences that are total divergence should be removed from the list. Also, only one of the equivalent divergence sentences should be kept in the list and the rest should be deleted. In this case, for the convenience of calculations, we keep the sentence that has a lower order of derivation and remove the rest. By applying the Euler operator (4) to the members of the set (12), the following set is obtained.

$$
\mathcal{L}_{u(x)} \mathcal{P}=\left\{4 u^{3}, 0,-2 u_{x x}, 2 u_{x x}, 0,3 q u^{2}, 2 p u, 2 q^{2} u, 0, q^{3}, 0,0,0\right\} .
$$

According to the Theorem 2.3, $u^{2} u_{x}, u_{x x x}, q u u_{x}, q^{2} u_{x}, q u_{x x}$ and $p u_{x}$ are divergences and must be eliminated from the list. Also, $u_{x}^{2}$ and $u u_{x x}$ are divergence-equivalent. Therefore, we eliminate $u u_{x x}$, which has a higher order. So, the new list after removing redundant terms is as follows

$$
\mathcal{P}=\left\{u^{4}, u_{x}^{2}, q u^{3}, p u^{2}, q^{2} u^{2}\right\} .
$$

Now, by combining the members of $\mathcal{P}$ with unspecified coefficients $c_{i}$, the incipient density in rank 4 correspond to the BBM equation is obtained as

$$
\begin{equation*}
\rho=c_{1} u^{4}+c_{2} u_{x}^{2}+c_{3} q u^{3}+c_{4} p u^{2}+c_{5} q^{2} u^{2} . \tag{13}
\end{equation*}
$$

In order to calculate the real density, the coefficients of $\rho$ must be specified. For this purpose, we first take the total derivation of $\rho$ with respect to the time variable.

$$
D_{t} \rho=\left(4 c_{1} u^{3}+3 c_{3} q u^{2}+2 c_{4} p u+2 c_{5} q^{2} u\right) u_{t}+2 c_{2} u_{x} u_{x t}
$$

Then, we substitute $u_{t}$ and $u_{x t}$ with their equal values from equation (1). If we denote $-D_{t} \rho$ by $E$, we have

$$
\begin{aligned}
& E=-\left(4 c_{1} u^{3}+3 c_{3} q u^{2}+2 c_{4} p u+2 c_{5} q^{2} u\right)\left(-p u_{x}-q u u_{x}-r u^{2} u_{x}-\right. \\
& \left.\quad s u_{x x x}\right)-2 c_{2} u_{x}\left(\left(-q u_{x}-2 r u u_{x}\right) u_{x}+\left(-p-q u-r u^{2}\right) u_{x x}-s u_{x x x x}\right)
\end{aligned}
$$

Based on the definition of conservation law, i.e. relation (3), the above statement must be exact. As a result, the effect of the zeroth-Euler operator on it should be vanish. So

$$
\begin{aligned}
\mathcal{L}_{u(x)} E= & -6 c_{2} q u_{x} u_{x x}-72 c_{1} s u u_{x} u_{x x}-18 c_{3} s q u_{x} u_{x x}-12 c_{2} r u u_{x} u_{x x}- \\
& 24 c_{1} s u_{x}^{3}-4 c_{2} r u_{x}^{3}=0
\end{aligned}
$$

A system of linear equations is produced by setting the similar terms equal to zero. The coefficients can be determined by solving these equations

$$
\begin{equation*}
c_{1}=1, \quad c_{2}=-\frac{6 s}{r}, \quad c_{3}=\frac{2}{r}, \quad c_{4}=c_{5}=0 \tag{14}
\end{equation*}
$$

Therefore, the real density is obtained by placing the above coefficients in the initial density (13).

$$
\rho=u^{4}+\frac{2 q}{r} u^{3}-\frac{6 s}{r} u_{x}^{2}
$$

### 5.3 Constructing the flux of conservation laws

In this subsection, we explain how to calculate the flux corresponding to the density of a conservation law. We explain this work for the obtained density in the previous subsection. The key point of this problem is the fact that $J=\operatorname{Div}^{-1}(E)$. Therefore, $J$ can be obtained by using theorem 2.5. After placing (14) in $E$ we have,

$$
\begin{aligned}
E= & \frac{2}{r}\left(2 r p u^{3} u_{x}+5 r q u^{4} u_{x}+2 r^{2} u^{5} u_{x}+2 r s u^{3} u_{x x x}+3 p q u^{2} u_{x}+\right. \\
& 3 q^{2} u^{3} u_{x}-6 s q u_{x}^{3}+3 q s u^{2} u_{x x x}-12 r s u u_{x}^{3}-6 s p u_{x} u_{x x}- \\
& \left.6 s q u u_{x} u_{x x}-6 s r u^{2} u_{x} u_{x x}-6 s^{2} u_{x} u_{x x x x}\right) .
\end{aligned}
$$

By using relation (6), the integrand $\mathcal{I}_{u(x)} E$ can be calculated as

$$
\begin{aligned}
\mathcal{I}_{u(x)} E= & \frac{2}{r}\left(2 r p u^{4}+5 r q u^{5}+2 r^{2} u^{6}+3 p q u^{3}+3 q^{2} u^{4}-18 s q u u_{x}^{2}-\right. \\
& 24 r s u u_{x}^{2}+9 s q u^{2} u_{x x}+8 r s u^{3} u_{x x}-6 s p u_{x}^{2}-12 s^{2} u_{x} u_{x x x}+ \\
& \left.6 s^{2} u_{x x}^{2}\right) .
\end{aligned}
$$

The formula for 1D homotopy operator (5) yields,

$$
\begin{aligned}
\mathcal{H}_{u(x)} E= & \int_{0}^{1}\left(\mathcal{I}_{u(x)} E\right)[\lambda u] \frac{d \lambda}{\lambda}= \\
& \int_{0}^{1} \frac{2 \lambda}{r}\left(\left(2 r p+3 q^{2}\right) \lambda^{2} u^{4}+5 r q \lambda^{3} u^{5}+2 r^{2} \lambda^{4} u^{6}+3 p q \lambda u^{3}-\right. \\
& 18 s q \lambda u u_{x}^{2}-24 r s \lambda^{2} u u_{x}^{2}+\left(9 s q \lambda+8 r s \lambda^{2} u\right) u^{2} u_{x x}-6 s p u_{x}^{2}- \\
& \left.12 s^{2} u_{x} u_{x x x}+6 s^{2} u_{x x}^{2}\right) d \lambda=\frac{1}{6 r}\left(4 r^{2} u^{6}+12 r q u^{5}+6 r p u^{4}+\right. \\
& 9 q^{2} u^{4}-72 s r u^{2} u_{x}^{2}+24 s r u^{3} u_{x x}-72 s q u u_{x}^{2}+12 p q u^{3}+ \\
& \left.36 s q u^{2} u_{x x}-36 s p u_{x}^{2}-72 s^{2} u_{x} u_{x x x}+36 s^{2} u_{x x}^{2}\right) .
\end{aligned}
$$

Thus, the density and its flux for BBM equation conservation law of rank 4 is obtain as

$$
\begin{aligned}
\rho^{(1)}= & u^{4}+\frac{2 q}{r} u^{3}-\frac{6 s}{r} u_{x}^{2}, \\
J^{(1)}= & \frac{2}{3} r u^{6}+2 q u^{5}+p u^{4}+\frac{3 q^{2}}{2 r} u^{4}+\frac{2 p q}{r} u^{3}-\frac{6 p s}{r} u_{x}^{2}-\frac{12 q s}{r} u u_{x}^{2}- \\
& 12 s u^{2} u_{x}^{2}+\frac{6 q s}{r} u^{2} u_{x x}+4 s u^{3} u_{x x}+\frac{6 s^{2}}{r} u_{x x}^{2}-\frac{12 s^{2}}{r} u_{x} u_{x x x} .
\end{aligned}
$$

In the following, additional conservation laws for the BBM equation of rank 1 and 2 are presented,

$$
\begin{aligned}
\rho^{(2)} & =u, \\
J^{(2)} & =p u+\frac{1}{2} q u^{2}+\frac{r}{3} u^{3}+s u_{x x}, \\
\rho^{(3)} & =u^{2}, \\
J^{(3)} & =p u^{2}+\frac{2}{3} q u^{3}+\frac{1}{2} r u^{4}-s u_{x}^{2}+2 s u_{x} u_{x x} .
\end{aligned}
$$

## 6 Remark and Discussion

Lie's symmetry method is a powerful method to analyze differential equations. With the help of this method, the equations reduced and the exact solutions of the equations obtained and they can be classified. We have used this method to obtain the symmetry group of the BBM equation, and in addition, using the symmetry group, we have obtained the group invariant solutions and classified them. It should be noted that all equations do not necessarily have a non-trivial symmetry group and it is not necessarily possible to perform the above tasks on every equation. Another application of symmetries is to find the conservation laws of an equation, which has a basic application in differential equation analysis. Also, conservation laws are very important in physics and engineering sciences. There are different methods to find these laws, in this study, we have used the scaling method and using the concept of weight of variables. It should be noted that the obtained conservation laws, besides being new, are non-equivalent and non-trivial. The reason for this is that the effect of the Euler operator on them is non-zero and also the effect of the Euler operator on the difference of their two primitives is also non-zero.
The suggestion that can be made for future works is to obtain the nonclassical symmetries, potential symmetries, and generalized symmetries of this equation, as well as obtain new conservation laws from other methods such as the multi-parameter method for this equation.

## 7 Conclusions

In the present work, we studied the Benjamin-Bona-Mahoney equation that is an evolutionary third order equation which appears for modeling
long surface gravity waves. Using the classical Lie method, the Lie group of point symmetries of the equation was obtained. Also, the optimal system of one-parameter subalgebras of the algebra related to the Lie group was built. In the following, we obtained the reduced equations corresponding to the optimal system. The conservation laws, which are important issues in physics and mathematics, have been obtained for BBM equation. These conservation laws are new and are derived from the scaling method. In the scaling method, we utilize the notion of the variable weights to obtain the scaling (dilation) symmetry, and then we make the flux and density of the conservation law by using the Euler and homotopy operator respectively. In the present work, we have obtained the conservation laws of rank 1,2 and 4.
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