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#### Abstract

. In this paper, we investigate some advanced properties of the continuous dual Hahn polynomials which are orthogonal in a single variable. In particular, we derive various families of bilinear and bilateral generating functions from them. We also obtain recurrence relations for these polynomials with the help of three-term contiguous relations of classical hypergeometric series. Furthermore, we give some integral representations.

AMS Subject Classification: 33C45. Keywords and Phrases: Hypergeometric Series, Continuous Dual Hahn Polynomials, Generating Function, Recurrence Relation, Integral Representation.


## 1 Introduction

The continuous dual Hahn (CDH) polynomials, which generalize the Jacobi polynomials, are a family of hypergeometric orthogonal polynomials. We know from [2, 18] that the CDH polynomials reduce to the

[^0]Jacobi polynomials with the help of some limiting procedure. So far, the CDH polynomials have been studied by many authors (see, for instance, $[7,10,12,3,4])$. They have also appeared in Stieltjes's (see [16]).

In the present paper, we investigate some advanced properties of these polynomials. We first derive various families of bilinear and bilateral generating functions from them. Then, we obtain recurrence relations for the CDH polynomials with the help of three-term contiguous relations of classical hypergeometric series studied by Wilson [17] and also Chu and Wang [6] (see also [15]). Furthermore, we give some integral representations in the interval $(0,1),(0, \infty)$ and a triple integral representation for the CDH polynomials.

Before proceeding further, we first recall the definition of the CDH polynomials and their generating function relations.

The CDH polynomials is given by (see [11, 18])
$S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)=(\alpha+\beta)_{n}(\alpha+\gamma)_{n}{ }_{3} F_{2}[-n, \alpha+i x, \alpha-i x ; \alpha+\beta, \alpha+\gamma ; 1]$,
where ${ }_{3} F_{2}$ denotes the corresponding generalized hypergeometric series. Recall that, in general, ${ }_{r} F_{s}\left(r, s \in \mathbb{N}_{0}=\mathbb{N} \cup\{0\}\right)$ is defined by

$$
\begin{aligned}
{ }_{r} F_{s}\left[\begin{array}{c}
\alpha_{1}, \ldots, \alpha_{r} ; \\
\beta_{1}, \ldots, \beta_{s} ;
\end{array}\right] & :=\sum_{n=0}^{\infty} \frac{\left(\alpha_{1}\right)_{n} \ldots\left(\alpha_{r}\right)_{n}}{\left(\beta_{1}\right)_{n} \ldots\left(\beta_{s}\right)_{n}} \frac{z^{n}}{n!} \\
& ={ }_{r} F_{s}\left(\alpha_{1}, \ldots, \alpha_{r} ; \beta_{1}, \ldots, \beta_{s} ; z\right)
\end{aligned}
$$

As usual, the Pochammer symbol $(\mu)_{s}$ is given by

$$
\begin{aligned}
(\mu)_{s} & :=\frac{\Gamma(\mu+s)}{\Gamma(\mu)}\left(\mu \in \mathbb{C} \backslash \mathbb{Z}_{0}^{-}\right) \\
& = \begin{cases}1, & \text { if } \nu=0 ; \mu \in \mathbb{C} \backslash\{0\} \\
\mu(\mu+1) \ldots(\mu+n-1), & \text { if } s=n \in \mathbb{N} ; \mu \in \mathbb{C}\end{cases}
\end{aligned}
$$

provided that the Gamma quotient exists. It is assumed that $(0)_{0}:=1$. The CDH polynomials have the following generating function relations
(see [11]):

$$
\begin{align*}
(1-t)^{-\gamma+i x}{ }_{2} F_{1}[\alpha+i x, \beta+i x ; \alpha+\beta ; t] & =\sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} t^{n},  \tag{2}\\
(1-t)^{-\beta+i x}{ }_{2} F_{1}[\alpha+i x, \gamma+i x ; \alpha+\gamma ; t] & =\sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\gamma)_{n} n!} t^{n},  \tag{3}\\
(1-t)^{-\alpha+i x}{ }_{2} F_{1}[\beta+i x, \gamma+i x ; \beta+\gamma ; t] & =\sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\beta+\gamma)_{n} n!} t^{n},  \tag{4}\\
e^{t}{ }_{2} F_{2}[\alpha+i x, \alpha-i x ; \alpha+\beta, \alpha+\gamma ;-t] & =\sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n}(\alpha+\gamma)_{n} n!} t^{n} . \tag{5}
\end{align*}
$$

## 2 Mixed Generating Functions

Here, we obtain several families of generating functions for the CDH polynomials $S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)$ given by (1). We should note such an investigation has been considered for other polynomials, such as Gottlieb and Cesaro polynomials, in the recent papers [9, 13].

Throughout this section, let $p, s \in \mathbb{N} ; \mu, \psi \in \mathbb{C} ; \alpha_{k} \in \mathbb{C} \backslash\{0\}$ and

$$
\Omega_{\mu}: \mathbb{C}^{s} \longrightarrow \mathbb{C} \backslash\{0\}
$$

be a bounded function. We also need the following function:

$$
\begin{equation*}
\Lambda_{\mu, \psi}\left[\xi_{1}, \ldots, \xi_{s} ; \tau\right]:=\sum_{k=0}^{\infty} \alpha_{k} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) \tau^{k} \tag{6}
\end{equation*}
$$

So, we get the following theorems.
Theorem 2.1. Let

$$
\begin{align*}
& U_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; z\right) \\
& :=\sum_{k=0}^{[n / p]} \alpha_{k} \frac{S_{n-p k}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n-p k}(n-p k)!} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) z^{k} . \tag{7}
\end{align*}
$$

Then, we have

$$
\begin{align*}
& \sum_{n=0}^{\infty} U_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; \frac{\eta}{t^{p}}\right) t^{n} \\
& =(1-t)^{-\gamma+i x}{ }_{2} F_{1}[\alpha+i x, \beta+i x ; \alpha+\beta ; t]  \tag{8}\\
& \times \Lambda_{\mu, \psi}\left[\xi_{1}, \ldots, \xi_{s} ; \eta\right],
\end{align*}
$$

where $\Lambda_{\mu, \psi}$ is given by (6).
Proof. Let $A$ denote the left side of (8). Then, using (7), we immediately get

$$
A=\sum_{n=0}^{\infty} \sum_{k=0}^{[n / p]} \alpha_{k} \frac{S_{n-p k}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n-p k}(n-p k)!} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) \eta^{k} t^{n-p k}
$$

Replacing $n$ by $n+p k$ and considering (2), we observe that

$$
\begin{aligned}
A & =\sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \alpha_{k} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) \eta^{k} t^{n} \\
& =\sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} t^{n} \sum_{k=0}^{\infty} \alpha_{k} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) \eta^{k} \\
& =(1-t)^{-\gamma+i x}{ }_{2} F_{1}[\alpha+i x, \beta+i x ; \alpha+\beta ; t] \Lambda_{\mu, \psi}\left[\xi_{1}, \ldots, \xi_{s} ; \eta\right]
\end{aligned}
$$

which is the right member of (8).
Theorem 2.2. Let

$$
\begin{aligned}
& V_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; z\right) \\
& :=\sum_{k=0}^{[n / p]} \alpha_{k} \frac{S_{n-p k}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\gamma)_{n-p k}(n-p k)!} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) z^{k} .
\end{aligned}
$$

Then, we get

$$
\begin{aligned}
& \sum_{n=0}^{\infty} V_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; \frac{\eta}{t^{p}}\right) t^{n} \\
& =(1-t)^{-\beta+i x}{ }_{2} F_{1}[\alpha+i x, \gamma+i x ; \alpha+\gamma ; t] \\
& \times \Lambda_{\mu, \psi}\left[\xi_{1}, \ldots, \xi_{s} ; \eta\right]
\end{aligned}
$$

where $\Lambda_{\mu, \psi}$ is given by (6).

Proof. Applying a similar method in the proof of Theorem 2.1 and also using relation (3), we easily obtain the desired result.

Theorem 2.3. Let

$$
\begin{aligned}
& W_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; z\right) \\
& :=\sum_{k=0}^{[n / p]} \alpha_{k} \frac{S_{n-p k}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\beta+\gamma)_{n-p k}(n-p k)!} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) z^{k} .
\end{aligned}
$$

Then, we have

$$
\begin{aligned}
& \sum_{n=0}^{\infty} W_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; \frac{\eta}{t^{p}}\right) t^{n} \\
& =(1-t)^{-\alpha+i x}{ }_{2} F_{1}[\beta+i x, \gamma+i x ; \beta+\gamma ; t] \\
& \times \Lambda_{\mu, \psi}\left[\xi_{1}, \ldots, \xi_{s} ; \eta\right]
\end{aligned}
$$

where $\Lambda_{\mu, \psi}$ is given by (6).
Proof. Applying a similar method in the proof of Theorem 2.1 and also using relation (4), the proof follows immediately.

Theorem 2.4. Let

$$
\begin{aligned}
& \theta_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; z\right) \\
& :=\sum_{k=0}^{[n / p]} \alpha_{k} \frac{S_{n-p k}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n-p k}(\alpha+\gamma)_{n-p k}(n-p k)!} \Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right) z^{k} .
\end{aligned}
$$

Then, we have

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \theta_{n, p}^{\mu, \psi}\left(x ; \alpha, \beta, \gamma ; \xi_{1}, \ldots, \xi_{s} ; \frac{\eta}{t^{p}}\right) t^{n} \\
& =e^{t}{ }_{2} F_{2}[\alpha+i x, \alpha-i x ; \alpha+\beta, \alpha+\gamma ;-t] \\
& \times \Lambda_{\mu, \psi}\left[\xi_{1}, \ldots, \xi_{s} ; \eta\right]
\end{aligned}
$$

where $\Lambda_{\mu, \psi}$ is given by (6).

Proof. Again using the idea as in the proof of Theorem 2.1 and considering relation (5), the proof is easily obtained.

Since the multivariable function $\Omega_{\mu+\psi k}$ is quite general, we may derive some applications of our results by choosing appropriate functions $\Omega_{\mu+\psi k}\left(\xi_{1}, \ldots, \xi_{s}\right), k \in \mathbb{N}_{0}, s \in \mathbb{N}$. We now introduce some of them.
Example 2.5. Setting $s=1, \alpha_{k}=\frac{1}{(\alpha+\beta)_{k}(\alpha+\gamma)_{k} k!}, \mu=0, \psi=1$ and taking the CDH polynomials instead of the function $\Omega_{\mu+\psi k}$ in Theorem 2.1, and also using (5), we get the following class of bilinear generating functions for the CDH polynomials:

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \sum_{k=0}^{[n / p]} \frac{S_{n-p k}\left(x^{2} ; \alpha, \beta, \gamma\right) S_{k}\left(y^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{k}(\alpha+\gamma)_{k}(\alpha+\beta)_{n-p k}(n-p k)!k!} \eta^{k} t^{n-p k} \\
& =e^{\eta}(1-t)^{-\gamma+i x}{ }_{2} F_{1}[\alpha+i x, \beta+i x ; \alpha+\beta ; t] \\
& \times{ }_{2} F_{2}[\alpha+i y, \alpha-i y ; \alpha+\beta, \alpha+\gamma ;-\eta]
\end{aligned}
$$

Example 2.6. Recall that the Lagrange polynomials $g_{n}^{(\alpha, \beta)}(y, z)$ are generated by (see [8])

$$
\begin{equation*}
(1-y t)^{-\alpha}(1-z t)^{-\beta}=\sum_{n=0}^{\infty} g_{n}^{(\alpha, \beta)}(y, z) t^{n} \tag{9}
\end{equation*}
$$

where $|t|<\min \left\{|y|^{-1},|z|^{-1}\right\}$. If we take $s=2, \alpha_{k}=1, \mu=0, \psi=$ 1 and replace the function $\Omega_{\mu+\psi k}$ in Theorem 2.2 with the Lagrange polynomials, then, using the relation (9) and Theorem 2.2, we obtain

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \sum_{k=0}^{[n / p]} \frac{S_{n-p k}\left(x^{2} ; \alpha, \beta, \gamma\right) g_{n}^{(\alpha, \beta)}(y, z)}{(\alpha+\gamma)_{n-p k}(n-p k)!} \eta^{k} t^{n-p k} \\
& =(1-t)^{-\beta+i x}(1-y \eta)^{-\alpha}(1-z \eta)^{-\beta}{ }_{2} F_{1}[\alpha+i x, \gamma+i x ; \alpha+\gamma ; t]
\end{aligned}
$$

which is a class of bilateral generating functions for the CDH polynomials and the Lagrange polynomials.

Before closing this section, we should note that if $\Omega_{\mu+\psi k}$ is given as a product of some simpler functions, then by using suitable coefficients $\alpha_{k}$, our Theorems 2.1-2.4 contain many families of generating functions (in the sense of multilinear and multilateral) for the CDH polynomials (1).

## 3 Recurrence Relations

In 2007, by using the modified Abel Lemma Chu and Wang showed the forms $A, B, C$ and $D$ of contiguous relations satisfied by the ${ }_{3} F_{2}(1)$ series (see [6]). Furthermore, in [17] Wilson obtained three-term contiguous relations for some orthogonal polynomials. In this section, using them, we derive five recurrence relations for the CDH polynomials $S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)$.

We now consider the conditions $\operatorname{Re}(\beta+\mu-\alpha-\gamma-\eta)>1$ (in Part $1-3)$ and $\operatorname{Re}(\mu+\eta-\alpha-\beta-\gamma)>0$ (in Part 4) for the series

$$
{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha, \gamma, \eta ; & 1 \\
\beta, \mu ; & 1
\end{array}\right] .
$$

Furthermore, we need the conditions $\operatorname{Re}(\beta+\gamma)+n-1>0$ (in Part $1-3$ ) and $\operatorname{Re}(\beta+\gamma)+n>0$ (in Part 4) for the parameters of all recurrence relations for the CDH polynomials.

Part 1. For five complex numbers $\alpha, \beta, \gamma, \mu$ and $\eta$, there holds the three-term relation [6]

$$
\begin{align*}
& { }_{3} F_{2}\left[\begin{array}{cc}
\alpha, \gamma, \eta ; & 1 \\
\beta, \mu ; & 1
\end{array}\right]=A_{3} F_{2}\left[\begin{array}{cc}
\alpha+1, \gamma, \eta ; & 1 \\
\beta+1, \mu ; & 1
\end{array}\right]  \tag{10}\\
& +B{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha+2, \gamma+1, \eta+1 ; & 1 \\
\beta+2, \mu+1 ; &
\end{array}\right]
\end{align*}
$$

where the coefficients $A$ and $B$ are defined by

$$
\begin{aligned}
& A=\frac{(1+\alpha-\mu) \beta+\gamma \eta}{(1+\alpha-\mu) \beta}, \\
& B=\frac{(1+\alpha+\gamma+\eta-\beta-\mu)(1+\alpha) \gamma \eta}{(1+\alpha-\mu)(1+\beta) \beta \mu} .
\end{aligned}
$$

Then, one can get the following theorem.
Theorem 3.1. The CDH polynomials have the following recurrence relation for $n \geq 2$ :

$$
\begin{aligned}
& S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right) \\
& =\left[(\alpha+\gamma+n-1)(\alpha+\beta)-\left(\alpha^{2}+x^{2}\right)\right] S_{n-1}\left(x^{2} ; \alpha, \beta+1, \gamma\right) \\
& +\left[(\beta+\gamma+n-1)(1-n)\left(\alpha^{2}+x^{2}\right)\right] S_{n-2}\left(x^{2} ; \alpha+1, \beta+1, \gamma\right) .
\end{aligned}
$$

Proof. If we take $\alpha \rightarrow-n, \beta \rightarrow \alpha+\beta, \gamma \rightarrow \alpha+i x, \mu \rightarrow \alpha+\gamma$ and $\eta \rightarrow \alpha-i x$ in (10), we have

$$
\begin{aligned}
{ }_{3} F_{2}\left[\begin{array}{cc}
-n, \alpha+i x, \alpha-i x ; & 1 \\
\alpha+\beta, \alpha+\gamma ; & 1
\end{array}\right] & =A_{3} F_{2}\left[\begin{array}{cc}
-n+1, \alpha+i x, \alpha-i x ; & 1 \\
\alpha+\beta+1, \alpha+\gamma ; & 1
\end{array}\right] \\
& +B{ }_{3} F_{2}\left[\begin{array}{cc}
-n+2, \alpha+i x+1, \alpha-i x+1 ; & 1 \\
\alpha+\beta+2, \alpha+\gamma+1 ;
\end{array}\right],
\end{aligned}
$$

where

$$
\begin{aligned}
& A=\frac{(1-n-\alpha-\gamma)(\alpha+\beta)+\left(\alpha^{2}+x^{2}\right)}{(1-n-\alpha-\gamma)(\alpha+\beta)} \\
& B=\frac{(1-n-\beta-\gamma)(1-n)\left(\alpha^{2}+x^{2}\right)}{(1-n-\alpha-\gamma)(1+\alpha+\beta)(\alpha+\beta)(\alpha+\gamma)} .
\end{aligned}
$$

Using the definition of the CDH polynomials given by (1), we obtain

$$
\begin{aligned}
& \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n}(\alpha+\gamma)_{n}} \\
& =\left[\frac{(1-n-\alpha-\gamma)(\alpha+\beta)+\left(\alpha^{2}+x^{2}\right)}{(1-n-\alpha-\gamma)(\alpha+\beta)}\right] \frac{S_{n-1}\left(x^{2} ; \alpha, \beta+1, \gamma\right)}{(\alpha+\beta+1)_{n-1}(\alpha+\gamma)_{n-1}} \\
& +\left[\frac{(1-n-\beta-\gamma)(1-n)\left(\alpha^{2}+x^{2}\right)}{(1-n-\alpha-\gamma)(1+\alpha+\beta)(\alpha+\beta)(\alpha+\gamma)}\right] \\
& \times \frac{S_{n-2}\left(x^{2} ; \alpha+1, \beta+1, \gamma\right)}{(\alpha+\beta+2)_{n-2}(\alpha+\gamma+1)_{n-2}},
\end{aligned}
$$

and then

$$
\begin{aligned}
& S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right) \\
& =\left[\frac{(1-n-\alpha-\gamma)(\alpha+\beta)+\left(\alpha^{2}+x^{2}\right)}{(1-n-\alpha-\gamma)}\right] \frac{(\alpha+\gamma)_{n}}{(\alpha+\gamma)_{n-1}} S_{n-1}\left(x^{2} ; \alpha, \beta+1, \gamma\right) \\
& +\left[\frac{(1-n-\beta-\gamma)(1-n)\left(\alpha^{2}+x^{2}\right)}{(1-n-\alpha-\gamma)}\right] \frac{(\alpha+\gamma)_{n}}{(\alpha+\gamma)_{n-1}} \\
& \times S_{n-2}\left(x^{2} ; \alpha+1, \beta+1, \gamma\right) .
\end{aligned}
$$

So, the desired result easily follows from some simple calculations.

Part 2. For five complex numbers $\alpha, \beta, \gamma, \mu$ and $\eta$, there holds the three-term relation [6]
${ }_{3} F_{2}\left[\begin{array}{cc}\alpha, \gamma, \eta ; & 1 \\ \beta, \mu ; & 1\end{array}\right]=C{ }_{3} F_{2}\left[\begin{array}{cc}\alpha-1, \gamma, \eta ; & 1 \\ \beta, \mu-1 ; & 1\end{array}\right]+D{ }_{3} F_{2}\left[\begin{array}{cc}\alpha, \gamma+1, \eta+1 ; & 1 \\ \beta+1, \mu ; & 1\end{array}\right]$,
where the coefficients $C$ and $D$ are defined by

$$
\begin{aligned}
& C=\frac{(1+\gamma+\eta-\mu)(1-\mu)}{(1+\gamma-\mu)(1+\eta-\mu)}, \\
& D=\frac{(1+\alpha+\gamma+\eta-\beta-\mu) \gamma \eta}{(1+\gamma-\mu)(\mu-\eta-1) \beta} .
\end{aligned}
$$

Then we obtain the next result.
Theorem 3.2. The CDH polynomials have the following recurrence relation for $n \geq 0$ :

$$
\begin{aligned}
& {\left[(1-\gamma)^{2}+x^{2}\right](\alpha+\beta+n) S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)} \\
& =(\gamma-\alpha-1) S_{n+1}\left(x^{2} ; \alpha, \beta, \gamma-1\right) \\
& +(n+\beta+\gamma-1)\left(\alpha^{2}+x^{2}\right) S_{n}\left(x^{2} ; \alpha+1, \beta, \gamma-1\right)
\end{aligned}
$$

Proof. Using (11) instead of (10) in the proof of Theorem 3.1, the proof is completed at once.

Part 3. For five complex numbers $\alpha, \beta, \gamma, \mu$ and $\eta$, there holds the three-term relation [6]
${ }_{3} F_{2}\left[\begin{array}{cc}\alpha, \gamma, \eta ; & 1 \\ \beta, \mu ; & 1\end{array}\right]=E_{3} F_{2}\left[\begin{array}{cc}\alpha, \gamma-1, \eta-1 ; & 1 \\ \beta-1, \mu-1 ; & 1\end{array}\right]+H_{3} F_{2}\left[\begin{array}{cc}\alpha+1, \gamma, \eta ; & 1 \\ \beta, \mu ; & 1\end{array}\right]$,
where the coefficients $E$ and $H$ are defined by

$$
\begin{aligned}
& E=\frac{(1-\beta)(1-\mu)}{(1+\alpha-\beta))(1+\alpha-\mu)} \\
& H=\frac{\alpha(1+\alpha+\gamma+\eta-\beta-\mu)}{(1+\alpha-\beta)(1+\alpha-\mu)}
\end{aligned}
$$

Then, we get the next result.

Theorem 3.3. The CDH polynomials have the next relation for $n \in \mathbb{N}$ :
$S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)=S_{n}\left(x^{2} ; \alpha-1, \beta, \gamma\right)-n(1-n-\beta-\gamma) S_{n-1}\left(x^{2} ; \alpha, \beta, \gamma\right)$.
Proof. Using (12) instead of (10) in the proof of Theorem 3.1, we get the proof.

Part 4. For five complex numbers $\alpha, \beta, \gamma, \mu$ and $\eta$, there holds the three-term relation [17]

$$
\begin{aligned}
& { }_{3} F_{2}\left[\begin{array}{cc}
\alpha, \beta, \gamma ; & 1 \\
\mu-1, \eta ; & 1
\end{array}\right]-{ }_{3} F_{2}\left[\begin{array}{cc}
\alpha, \beta, \gamma ; \\
\mu, \eta ; & 1
\end{array}\right] \\
& =\frac{\alpha \beta \gamma}{(\mu-1) \mu \eta}{ }_{3} F_{2}\left[\begin{array}{c}
\alpha+1, \beta+1, \gamma+1 ; \\
\mu+1, \eta+1 ;
\end{array}\right]
\end{aligned}
$$

Theorem 3.4. The CDH polynomials have the next relation for $n \in \mathbb{N}$ :

$$
\begin{aligned}
& (\alpha+\beta+n-1) S_{n}\left(x^{2} ; \alpha, \beta-1, \gamma\right) \\
& =(\alpha+\beta-1) S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)-n\left(\alpha^{2}+x^{2}\right) S_{n-1}\left(x^{2} ; \alpha+1, \beta, \gamma\right) .
\end{aligned}
$$

Proof. If we use the relation in Part 4 instead of (10) in the proof of Theorem 3.1, the proof is completed.

## 4 Integral Representations

Now, we derive various integral representations for the CDH polynomials.

Theorem 4.1. The CDH polynomials have the next representation:

$$
\begin{aligned}
& S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)=\frac{\Gamma(\alpha+\beta+n) \Gamma(\gamma-i x+n)}{\Gamma(\alpha-i x) \Gamma(\beta+i x) \Gamma(\gamma-i x)} \\
& \times \int_{0}^{1} u^{\beta+i x-1}(1-u)^{\alpha-i x-1}(1-t u)^{-\alpha-i x} d u
\end{aligned}
$$

where $\operatorname{Re}(\alpha+\beta)>\operatorname{Re}(\beta+i x)>0$ and $|\arg (1-t)|<\pi$.

Proof. The hypergeometric function ${ }_{2} F_{1}$ has the representation [14]

$$
\begin{equation*}
{ }_{2} F_{1}[\alpha, \beta ; \gamma ; z]=\frac{\Gamma(\gamma)}{\Gamma(\beta) \Gamma(\gamma-\beta)} \int_{0}^{1} u^{\beta-1}(1-u)^{\gamma-\beta-1}(1-z u)^{-\alpha} d u, \tag{13}
\end{equation*}
$$

where $\operatorname{Re}(\gamma)>\operatorname{Re}(\beta)>0$ and $|\arg (1-z)|<\pi$. If we use (13) and binomial theorem for $(1-t)^{-\gamma+i x}$ in left-hand side of (2), we have

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{(\gamma-i x)_{n}}{n!} t^{n} \frac{\Gamma(\alpha+\beta)}{\Gamma(\beta+i x) \Gamma(\alpha-i x)} \int_{0}^{1} u^{\beta+i x-1}(1-u)^{\alpha-i x-1}(1-t u)^{-\alpha-i x} d u \\
& =\sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} t^{n}
\end{aligned}
$$

Then, the proof easily follows from the coefficients of $\frac{t^{n}}{n!}$.
Theorem 4.2. The CDH polynomials have the next representation:

$$
\begin{aligned}
& S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)=\frac{\Gamma(\alpha+\beta+n) \Gamma(\gamma-i x+n)}{\Gamma(\alpha-i x) \Gamma(\beta+i x) \Gamma(\gamma-i x)} \\
& \int_{0}^{\infty} u^{\alpha-i x-1}(u+1)^{i x-\beta}(u-t+1)^{-\alpha-i x} d u
\end{aligned}
$$

where $\operatorname{Re}(\alpha+\beta)>\operatorname{Re}(\beta+i x)>0$ and $|\arg (1-t)|<\pi$.
Proof. The hypergeometric function ${ }_{2} F_{1}$ has the following integral representation [1]:

$$
\begin{equation*}
{ }_{2} F_{1}[\alpha, \beta ; \gamma ; z]=\frac{\Gamma(\gamma)}{\Gamma(\beta) \Gamma(\gamma-\beta)} \int_{0}^{\infty} u^{-\beta+\gamma-1}(u+1)^{\alpha-\gamma}(u-z+1)^{-\alpha} d u \tag{14}
\end{equation*}
$$

where $\operatorname{Re}(\gamma)>\operatorname{Re}(\beta)>0$ and $|\arg (1-z)|<\pi$. Using (14) instead of (13) in the proof of Theorem 4.1, the proof immediately follows.

Theorem 4.3. The CDH polynomials have the next representation:

$$
\begin{aligned}
& S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)=\frac{\Gamma(\alpha+\beta+n)}{\Gamma(\alpha+i x) \Gamma(\alpha-i x) \Gamma(\beta+i x) \Gamma(\gamma-i x)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} e^{-u_{1}-u_{2} u_{3}-u_{3}} u_{1}^{\gamma-i x-1} u_{2}^{\alpha-i x-1}\left(u_{2}+1\right)^{-\beta+i x} u_{3}^{\alpha+i x-1} \\
& \times\left(u_{1}+u_{3}\right)^{n} d u_{1} d u_{2} d u_{3},
\end{aligned}
$$

where $\operatorname{Re}(\alpha+\beta)>\operatorname{Re}(\beta+i x)>0$ and $|\arg (1-t)|<\pi$.
Proof. Using the following fact

$$
\alpha^{-\lambda}=\frac{1}{\Gamma(\lambda)} \int_{0}^{\infty} e^{-\alpha t} t^{\lambda-1} d t, \quad \operatorname{Re}(\lambda)>0
$$

and (14) on the left side of (2), we obtain

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} t^{n} \\
& =\frac{1}{\Gamma(\gamma-i x)} \\
& \times \int_{0}^{\infty} e^{-u_{1}(1-t)} u_{1}^{\gamma-i x-1} d u_{1} \frac{\Gamma(\alpha+\beta)}{\Gamma(\beta+i x) \Gamma(\alpha-i x)} \\
& \times \int_{0}^{\infty} u_{2}^{\alpha-i x-1}\left(u_{2}+1\right)^{i x-\beta}\left(u_{2}-t+1\right)^{-\alpha-i x} d u_{2} \\
& =\frac{\Gamma(\alpha+\beta)}{\Gamma(\gamma-i x) \Gamma(\beta+i x) \Gamma(\alpha-i x)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} u_{2}^{\alpha-i x-1}\left(u_{2}+1\right)^{i x-\beta}\left(u_{2}-t+1\right)^{-\alpha-i x} e^{-u_{1}(1-t)} u_{1}^{\gamma-i x-1} d u_{1} d u_{2}
\end{aligned}
$$

which gives

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} t^{n} \\
& =\frac{\Gamma(\alpha+\beta)}{\Gamma(\gamma-i x) \Gamma(\beta+i x) \Gamma(\alpha-i x)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} u_{2}^{\alpha-i x-1}\left(u_{2}+1\right)^{i x-\beta} \frac{1}{\Gamma(\alpha+i x)} \\
& \times \int_{0}^{\infty} e^{-u_{3}\left(u_{2}+1-t\right)} u_{3}^{\alpha+i x-1} d u_{3} e^{-u_{1}(1-t)} u_{1}^{\gamma-i x-1} d u_{1} d u_{2}
\end{aligned}
$$

Then, we may write that

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} t^{n} \\
& =\frac{\Gamma(\alpha+\beta)}{\Gamma(\gamma-i x) \Gamma(\beta+i x) \Gamma(\alpha-i x) \Gamma(\alpha+i x)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} u_{2}^{\alpha-i x-1} u_{1}^{\gamma-i x-1}\left(u_{2}+1\right)^{i x-\beta} u_{3}^{\alpha+i x-1} e^{-u_{1}-u_{2} u_{3}-u_{3}} \\
& \times e^{\left(u_{1}+u_{3}\right) t} d u_{1} d u_{2} d u_{3}
\end{aligned}
$$

which implies

$$
\begin{aligned}
& \sum_{n=0}^{\infty} \frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!} t^{n} \\
& =\frac{\Gamma(\alpha+\beta)}{\Gamma(\gamma-i x) \Gamma(\beta+i x) \Gamma(\alpha-i x) \Gamma(\alpha+i x)} \\
& \times \int_{0}^{\infty} \int_{0}^{\infty} \int_{0}^{\infty} u_{2}^{\alpha-i x-1} u_{1}^{\gamma-i x-1}\left(u_{2}+1\right)^{i x-\beta} u_{3}^{\alpha+i x-1} e^{-u_{1}-u_{2} u_{3}-u_{3}} \\
& \times \sum_{n=0}^{\infty} \frac{\left(u_{1}+u_{3}\right)^{n} t^{n}}{n!} d u_{1} d u_{2} d u_{3} .
\end{aligned}
$$

Then, the proof easily follows from the coefficients of $\frac{t^{n}}{n!}$.

## 5 Concluding Remarks

In this paper, we derived advanced properties of the CDH polynomials. We have obtained some relations for them, such as, bilinear and bilateral generating function relations, recurrence relations and various integral representations.

In 2008, Ferreira et al. obtain asymptotic expansions between the CDH polynomials and Jacobi, Meixner-Pollaczek, Krawtchouk and Meixner polynomials. From these expansions, we may also derive many relations for the other polynomials.

Recall that the Meixner-Pollaczek polynomials are defined by [11]

$$
P_{n}^{(\lambda)}(x ; \phi)=\frac{(2 \lambda)_{n}}{n!} e^{i n \phi}{ }_{2} F_{1}\left[-n, \lambda+i x ; 2 \lambda ; 1-e^{-2 i \phi}\right] .
$$

The CDH polynomials have the following asymptotic representation with respect to the Meixner-Pollaczek polynomials (see [10]):

$$
\begin{equation*}
\frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!}=\sum_{k=0}^{n} \gamma_{k} P_{n-k}^{(C)}(X ; A) \tag{15}
\end{equation*}
$$

where $A \neq m \pi, \quad m \in \mathbb{Z}$, is an arbitrary constant,

$$
\begin{aligned}
& C=p_{1}(x) \cos A+\frac{1}{2} p_{1}(x)^{2}-p_{2}(x), \\
& X=-\frac{p_{1}(x) \cos (2 A)+\left[p_{1}(x)^{2}-2 p_{2}(x)\right] \cos A}{2 \sin A}
\end{aligned}
$$

with

$$
\begin{align*}
& p_{1}(x)=\gamma+\frac{\alpha \beta-x^{2}}{\alpha+\beta} \\
& p_{2}(x)=\frac{\gamma(\gamma+1)}{2}+\frac{\alpha \beta \gamma}{\alpha+\beta} \\
& +\frac{\alpha \beta(1+\alpha)(1+\beta)-[\gamma+2 \alpha \beta+(1+\gamma)(1+2(\alpha+\beta))] x^{2}+x^{4}}{2(\alpha+\beta)(1+\alpha+\beta)} . \tag{16}
\end{align*}
$$

The Jacobi polynomials are defined by [14]

$$
P_{n}^{(\alpha, \beta)}(x)=\frac{(\alpha+1)_{n}}{n!}{ }_{2} F_{1}\left[-n, n+\alpha+\beta+1 ; \alpha+1 ; \frac{1-x}{2}\right] .
$$

The CDH polynomials have also the following asymptotic representation with respect to the Jacobi polynomials (see [10]):

$$
\begin{equation*}
\frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!}=\sum_{k=0}^{n} c_{k} P_{n-k}^{(A, C)}(X) \tag{17}
\end{equation*}
$$

where $X \neq \pm 1$ is an arbitrary constant,

$$
\begin{aligned}
& A=\frac{1}{X+1}\left[2 p_{1}(x)^{2}+p_{1}(x)+3 p_{1}(x) X-4 p_{2}(x)+X^{2}-X-2\right] \\
& C=\frac{1}{X-1}\left[2 p_{1}(x)^{2}+p_{1}(x)+3 p_{1}(x) X-4 p_{2}(x)+X^{2}+X-2\right]
\end{aligned}
$$

and $p_{1}(x), p_{2}(x)$ are given in (16).
The Meixner polynomials are defined by [5]

$$
M_{n}(x ; \beta, \gamma)={ }_{2} F_{1}\left[-n,-x ; \beta ; 1-\frac{1}{\gamma}\right] .
$$

Another asymptotic representation with respect to the Meixner polynomials (see [10]) is given as the following:

$$
\begin{equation*}
\frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!}=\sum_{k=0}^{n} c_{k} \frac{(A)_{n-k}}{(n-k)!} M_{n-k}(X ; A, C) \tag{18}
\end{equation*}
$$

where $C \neq 0,1$ is a constant,

$$
\begin{aligned}
X & =\frac{C^{2}}{1-C}\left[p_{1}(x)^{2}+p_{1}(x)-2 p_{2}(x)\right] \\
A & =(1+C) p_{1}(x)+C p_{1}(x)^{2}-2 C p_{2}(x)
\end{aligned}
$$

and $p_{1}(x), p_{2}(x)$ are given in (16).
The Krawtchouk polynomials are defined by [11]

$$
K_{n}(x ; p, N)={ }_{2} F_{1}\left[-n,-x ;-N ; \frac{1}{p}\right] .
$$

Another asymptotic representation with respect to the Krawtchouk polynomials (see [10]) is given by

$$
\begin{equation*}
\frac{S_{n}\left(x^{2} ; \alpha, \beta, \gamma\right)}{(\alpha+\beta)_{n} n!}=\sum_{k=0}^{n}\binom{C}{n-k} c_{k} K_{n-k}(X ; A, C) \tag{19}
\end{equation*}
$$

where $A \neq 0,1$ is a constant,

$$
\begin{aligned}
X & =\frac{A^{2}}{1-A}\left[p_{1}(x)^{2}-p_{1}(x)-2 p_{2}(x)\right], \\
C & =p_{1}(x)+\frac{X}{A},
\end{aligned}
$$

and $p_{1}(x), p_{2}(x)$ are given in (16).
Therefore, we can say that, in Sections $2,3,4$, using asymptotic representations given respectively by (15), (17), (18) and (19) between the CDH polynomials and Meixner-Pollaczek, Jacobi, Meixner and Krawtchouk polynomials, we may also obtain new bilinear and bilateral generating functions relations, recurrence relations and integral representations for Jacobi, Meixner-Pollaczek, Krawtchouk and Meixner polynomials. But we leave the details to the readers.
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