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#### Abstract

The first problem in merging units is an estimation of the inherited inputs/outputs of the merged unit from merging units and the identification of the least and most achievable efficiency targets from the merged unit is the second one. There are some models to attain a response to these problems. However, these models could not be employed when a deviation from the frontier is observed due to noise and random error in the data. In order to deal with this problem, this paper presents a novel method according to inverse data envelopment analysis for estimating the inherited input/output levels of the merged unit to reach the pre-determined efficiency score in the level of significance


[^0]$\alpha \in(0,1)$. This paper also suggests a stochastic programming model for estimating the least possible efficiency score via the given merging. The practical applicability of these proposed methodologies is further validated through a comprehensive example within the banking sector.
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## 1 Introduction

Inverse Data Envelopment Analysis (InvDEA) has been recognized as one of the interesting and significant topics in the DEA area. The main concept in InvDEA is to estimate the required level of resources and products for a given unit to achieve a pre-defined efficiency goal. In contrast, the traditional DEA models aim to estimate the efficiency index of a particular unit with specific resources and products. According to the operations research (OR) literature, DEA and InvDEA were initially proposed by Charnes et al. [10] and Zhang and Cui [63], respectively. It is worth noting that in the last two decades, a wide range of operations research studies have been devoted to the DEA field. In fact, this scientific topic is an important tool in operation research and management science according to mathematical programming to evaluate the performance of a unit by comparison with other units. Various applications of this field can be seen in the existing literature.

According to the basic concepts of DEA, it is imperative to possess precise knowledge of both the input and output quantities of the units under evaluation, while this condition may not be realized in some realistic situations. In real-world applications, the quantification of input and output levels frequently presents challenges characterized by imprecision and ambiguity. In response to these challenges, a range of methodologies has been proposed in academic literature. These include the Fuzzy DEA (FDEA) approach, the Bootstrap DEA approach, the Imprecise DEA approach, and the Robust DEA (RDEA) approach. However, due to the inherent complexity and competition of the real world, DEA models often consider random data errors in the production process. In the mentioned approaches, random errors have not been considered in their respective models. Stochastic DEA (SDEA) is utilized for the efficiency
assessment of units under uncertain data with random errors. In other words, according to the structure of conventional DEA models, any deviation from the efficiency boundary is considered inefficient, and there is no chance for random noise. This is something to ponder when managers deal with units with inaccurate input and output levels in different real-world situations. Analysts may assume inaccurate input and output levels as stochastic parameters in these cases. It is worth noting that it is possible to identify different data features while working with random variables based on the probability of unforeseen events. This is a crucial feature that encourages the decision-maker to employ SDEA.

On the other hand, the idea of InvDEA has been utilized to solve the merging units problem by Gattoufi et al. [22]. The following important problem is solved in the InvDEA: If a subset of units is needed for merging and generating a new unit with a particular input/output level and a pre-defined efficiency goal, to what extent should the input/output level of the generated new unit be? Gattoufi et al. [22] established new InvDEA models to solve this problem. A banking sector application was employed to investigate the credibility and capability of the presented method. According to the DEA literature, various InvDEA models with different theoretical and practical frameworks have been established to estimate the inherited input/output levels of the new generated unit from merging units to achieve the pre-defined efficiency score [1, 2, 29, 62].

Recently, the InvDEA problems have been extended in a stochastic analytical framework [32]. They answered the following important questions in the stochastic InvDEA: among a set of units, to what extent should the input/output levels of the unit increase while maintaining the efficiency score in the level of significance $\alpha \in(0,1)$, and increasing the output/input levels? Ghomi et al. [32] employed SMOP models to obtain sufficient conditions for input/output estimation in the level of significance $\alpha$. For this purpose, they introduced two new optimality notions for SMOP problems at the significance level $\alpha$, with stochastic Pareto (SP) optimality and stochastic weak Pareto (SWP) optimality. Note that the stochastic InvDEA estimates the input/output levels to make the production possibility set (PPS) frontiers, incorporating both inefficiency and stochastic errors, closer to the bulk of the generating

DMUs.
To the best of the author's knowledge, none of the performed studies covers the case of merging units to create a new unit with random data. Due to some modeling limitations in the InvDEA models, these models could not be employed to reach the pre-defined goal in the merging units problem when observing a deviation from the frontier due to the presence of noise and random error in the data. Therefore, it is necessary to incorporate stochastic data into modeling the merging units problem based on the idea of InvDEA. It is worth noting that there are two critical issues in the merging units problem: i) Estimation of the inherited input/output levels of the new generated unit from merging units; ii) Identification of the least possible efficiency score at the significance level $\alpha$ from the new generated unit. The main contribution of this study is to provide a theoretical and practical framework to solve the above critical issues based on stochastic InvDEA. For this purpose, novel InvDEA models are established to answer the significant issue: (i) estimation of the required input/output levels of the new generated unit from merging units to achieve a pre-specified efficiency score at the significance level $\alpha$. Sufficient conditions are derived for estimating input/output levels using stochastic (weak) Pareto solutions at the significance level $\alpha$ of the stochastic multiple-objective programming (SMOP) problems. The paper also provides an insightful method in the SDEA framework to answer the significant topic (ii). The proposed method indicates the least efficiency target at the significance level $\alpha$ that can be realized by the merged unit. From a managerial point of view, it is crucial to know the lowest performance score that can be achieved at the significance level $\alpha$ for the generated new unit. The managers can employ these models to design useful approaches to improve the efficiency of units. Finally, the validity of the established models has been demonstrated via a banking application for better observation.

The remainder of this paper is structured as follows. Section 2 gives the related literature from SDEA and InvDEA. In section 3, some conventional models in DEA in the presence of negative data are reviewed. Section 4 is dedicated to the main results of this paper and deals with the merging unit problem. A banking sector application is provided in Section 5 to illustrate the efficiency of the proposed method. Section 6
gives a short conclusion. Limitations and future extensions are given in Section 7. Proofs of the stated theorems and application data tables are also presented in the appendices.

## 2 Literature Review

### 2.1 Stochastic DEA Literature Review

The chance-constrained DEA (CCDEA) and the semi-parametric stochastic frontier analysis (SFDEA) are two traditional approaches in dealing with SDEA models [52]. The CCDEA approach is employed for random input/output levels with a characterized probability distribution function for the uncertain parameters [14]. The SFDEA approach is a regression analysis-based method that employs econometric methods to predict the generation boundary [46]. Concerning the DEA literature, numerous scholars, including [38, 41, 48, 54], have discussed various theoretical and practical views of the SDEA models. Most of the established models are based on nonlinear programming, and solving these models is challenging for researchers. Some SDEA models were established by extending the conventional production possibility set to a random state [13]. Besides presenting the stochastic efficient units by Cooper et al. [14], they also formulated several generalized DEA models for random data. In the literature, there exist some studies about The efficiency dominance of a unit by probabilistic comparisons of input and output levels with other units based on chance-constrained programming [38, 48]. Behzadi and Mirbolouki [6] conducted a novel and distinctive study to find a symmetric error structure for inputs and outputs and proposed an envelopment stochastic input-oriented DEA model under the constant returns to scale (CRS) assumption of the production technology. The given model is linear. This model can assess efficient DMUs and determine the relative efficiency of units at a significantly specified level. Three copula-stochastic CCR models were proposed by considering the dependency between input and output variables and their simultaneous dependencies [5]. Tsionas [58] proposed a Bayesian alternative to adaptive LASSO model estimation to combine DEA and stochastic frontier models. Besides, some scholars have established SDEA mod-
els and provided different outcomes in various frameworks, including [7, 9, 20, 36, 39, 44, 45, 50, 59].

### 2.2 Inverse DEA Literature Review

The InvDEA literature has been enhanced by various theoretical and practical frameworks, such as sensitivity analysis [40], firms restructuring [3], setting revenue target [49], resource allocation [34], under imprecise or vague data [31], preserving (improving) efficiency values [47]. Some of these studies are given in Tables (1), (2), and (3) with brief descriptions.

The idea of InvDEA has been utilized to solve the merging units problem by Gattoufi et al. [22]. Gattoufi et al. [22] established new InvDEA models to solve this problem. On the other hand, the InvDEA problems have been extended in a stochastic analytical framework [32]. In this paper, a new connection is established between these two issues, which is an important problem from both theoretical and practical points of view.

## 3 Stochastic DEA

Assume that there are $n$ DMUs, $\left\{\mathrm{DMU}_{j}: j \in J=\{1,2, \ldots, n\}\right\}$, in which $D M U_{j}$ consume $m$ inputs ( $\tilde{X}_{j}=\left(\tilde{x}_{1 j}, \tilde{x}_{2 j}, \ldots, \tilde{x}_{m j}\right)$ ) to produce $s$ outputs $\left(\tilde{Y}_{j}=\left(\tilde{y}_{1 j}, \tilde{y}_{2 j}, \ldots, \tilde{y}_{s j}\right)\right)$. Suppose that the input and output levels of the jth DMU are random variables with normal distribution as follows:

$$
\begin{aligned}
& \tilde{x}_{i j} \sim N\left(x_{i j}, \sigma_{i j}^{2}\right), \quad i=1,2, \ldots, m, \\
& \tilde{y}_{r j} \sim N\left(y_{r j}, \psi_{r j}^{2}\right), \quad r=1,2, \ldots, s,
\end{aligned}
$$

where $x_{i j}$ and $y_{r j}$ are the inputs and outputs mean of the jth DMU, respectively. Moreover, $\sigma_{i j}^{2}$ and $\psi_{r j}^{2}$ are the inputs and outputs variance of the jth DMU, respectively. Note that if the mean and variance of the data are unknown, they must be estimated. For this purpose, unbiased and efficient estimators should be used. With regard to the stochastic DEA literature, if $\left\{\left(\check{x}_{i j}^{k}, \breve{y}_{r j}^{k}\right) \mid i=1,2, \ldots, m, r=1,2, \ldots, s, k=\right.$ $1,2, \ldots, \kappa\}$ is a random sample with size $\kappa$ for the $D M U_{j}, j=1,2, \ldots, n$,

Table 1: Some research in the field of InvDEA.
\(\left.$$
\begin{array}{l|l}\hline \text { Reference } & \text { Short description } \\
\begin{array}{l}\text { Jahanshahloo } \\
\text { et al. [42] }\end{array} & \begin{array}{l}\text { This work has been extended the InvDEA problems for input/output } \\
\text { estimation under inter-temporal dependence data addressed in [18]. }\end{array} \\
\begin{array}{l}\text { Hadi-vencheh } \\
\text { et al. [35] }\end{array} & \begin{array}{l}\text { In this work, the InvDEA models are extended under interval data. }\end{array} \\
\text { Dong Joon [16] } & \begin{array}{l}\text { Considering the expected changes to the production frontier, an In- } \\
\text { vDEA model is presented to estimate of the outputs based on decision } \\
\text { weights. }\end{array} \\
\text { Amin and Al- }\end{array}
$$ \begin{array}{l}This work introduced new InvDEA models for pre-defined target set- <br>

ting of a merger with negative data.\end{array}\right]\)| This study suggested a new method to anticipate whether a merger |
| :--- |
| in a market is generating a major or a minor consolidation. |

Table 2: Some research in the field of InvDEA.

| Reference | Short description |
| :--- | :--- |
| Ghiyasi [25] | This article, the InvDEA problems solved using novel criterion mod- <br> els. This leads to a reduction of computational complexity. Moreover, <br> the proposed models solved some problematical fails of the InvDEA <br> models. |
| Ghobadi and <br> Jahangiri [30] | A new InvDEA model provided for optimal allocation of resources <br> based on the ideal-solutions. |
| Wegener and | A novel InvDEA model presented to minimizing greenhouse gas emis- <br> sions generated by a set of units for producing a certain level of out- <br> puts, provided that the units preserve at least their existing efficiency <br> status. |
| Kalantary and |  | | An InvDEA model with network and dynamic structure is proposed. |
| :--- |
| Farzipoor Saen |
| [43] | | Zenodin and |
| :--- |
| Ghobadi [62] | | The idea of InvDEA used for input-estimation/output-estimation in |
| :--- |
| merging the DMUs under the inter-temporal dependence assumption |
| of input-output levels. |

Table 3: Some research in the field of InvDEA.

| Reference | Short description |
| :--- | :--- |
| Ghobadi [29] | The concept of InvDEA utilized to identify of the inherited in- <br> put/output levels of the merged unit from merging units to obtain a <br> pre-defined efficiency score. |
| Amin and Ibn <br> Boamah [4] | To estimate potential gains from bank mergers, the two-stage In- <br> vDEA models extended in this study. |
| Daryani et al. <br> $[15]$ | According to InvDEA concept, a four-stage method the proposed to <br> estimate of the inputs and outputs with a two-stage network structure <br> method. |

then the estimators $\bar{x}_{i j}$ and $\bar{\sigma}_{i j}^{2}$ are unbiased estimators for " $x_{i j}$ " and " $\sigma_{i j}^{2}$ ", respectively, as follows:

$$
\begin{aligned}
& \bar{x}_{i j}=\frac{1}{\kappa} \sum_{k=1}^{\kappa} \check{x}_{i j}^{k}, \quad i=1,2, \ldots, m \\
& \bar{\sigma}_{i j}^{2}=\frac{1}{\kappa-1} \sum_{i=1}^{\kappa}\left(\check{x}_{i j}^{k}-\bar{x}_{i j}\right)^{2}, \quad i=1,2, \ldots, m
\end{aligned}
$$

Moreover, the estimators $\bar{y}_{r j}$ and $\bar{\psi}_{r j}^{2}$ are unbiased estimators for " $y_{r j}$ " and " $\psi_{r j}^{2}$ ", respectively, as follows:

$$
\begin{aligned}
& \bar{y}_{r j}=\frac{1}{\kappa} \sum_{k=1}^{\kappa} \check{y}_{r j}^{t}, \quad r=1,2, \ldots, s, \\
& \bar{\psi}_{r j}^{2}=\frac{1}{\kappa-1} \sum_{k=1}^{\kappa}\left(\check{y}_{r j}^{t}-\bar{y}_{r j}\right)^{2} \quad r=1,2, \ldots, s .
\end{aligned}
$$

It is clear that the best estimators for mean and variance of outputs/inputs are $\bar{y}_{r j}\left(\bar{x}_{i j}\right)$ and $\bar{\psi}_{r j}^{2}\left(\bar{\sigma}_{i j}^{2}\right)$, respectively provided that the sample size $(\kappa \geq 30)$ is large enough.

The stochastic input-oriented model evaluates the efficiency of $D M U_{o}$ in the level of significance $\alpha \in(0,1)$, DMU under consideration, by solv-
ing the following stochastic program [12]:

$$
\begin{array}{ll}
\theta_{o}(\alpha)= & \min  \tag{1}\\
\text { s.t. } & P\left\{\sum_{j=1}^{n} \lambda_{j} \tilde{x}_{i j} \leq \theta \tilde{x}_{i o}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j=1}^{n} \lambda_{j} \tilde{y}_{r j} \geq \tilde{y}_{r o}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Omega,
\end{array}
$$

where

$$
\begin{gathered}
\Omega=\left\{\lambda \mid \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right), \delta_{1}\left(\sum_{j=1}^{n} \lambda_{j}+\delta_{2}(-1)^{\delta_{3}} \nu\right)=\delta_{1},\right. \\
\left.\nu \geq 0, \lambda_{j} \geq, j=1,2, \ldots, n\right\} .
\end{gathered}
$$

In this model, $\delta_{1}, \delta_{2}, \delta_{3} \in\{0,1\}$. It is obvious that if $\delta_{1}=0$, then the production technology is constant returns to scale (CRS); if $\delta_{1}=1, \delta_{2}=$ 0 , then the production technology is variable returns to scale (VRS); if $\delta_{1}=\delta_{2}=1$ and $\delta_{3}=0$, then the production technology is non-increasing returns to scale (NIRS); if $\delta_{1}=\delta_{2}=\delta_{3}=1$, then the production technology is non-decreasing returns to scale (NDRS). In addition, P means "Probability", $\alpha \in(0,1)$ is a pre-determined error level. In fact, $(1-\alpha)$ is the permissible error level of the constraints' violation defined by the manager. Also, $\theta, \lambda_{1}, \ldots, \lambda_{n}$ are decision variables. If $\theta_{o}(\alpha)=1$, then $D M U_{o}$ is called stochastic input-oriented weakly efficient in the level of significance $\alpha$.

The following stochastic model is version of output-oriented of the model (1) in the level of significance $\alpha$ [12]:

$$
\begin{array}{ll}
\varphi_{o}(\alpha)= & \max \varphi  \tag{2}\\
\text { s.t. } & P\left\{\sum_{j=1}^{n} \lambda_{j} \tilde{x}_{i j} \leq \tilde{x}_{i o}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j=1}^{n} \lambda_{j} \tilde{y}_{r j} \geq \varphi \tilde{y}_{r o}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Omega .
\end{array}
$$

In the above model, $\varphi, \lambda_{1}, \ldots, \lambda_{n}$ are decision variables. If $\varphi_{o}(\alpha)=1$, then $D M U_{o}$ is called stochastic output-oriented weakly efficient in the level of significance $\alpha$. Let $\Phi$ be cumulative standard normal distribution function. Then, Models (1) and (2) can be converted to Models (3) and (6), respectively [12]:

$$
\begin{align*}
\theta_{o}(\alpha)= & \min  \tag{3}\\
\text { s.t. } & \sum_{j=1}^{n} \lambda_{j} x_{i j}-\Phi^{-1}(\alpha) \sigma_{i}^{I}(\lambda, \theta) \leq \theta x_{i o}, \quad i=1,2, \ldots, m, \\
& \sum_{j=1}^{n} \lambda_{j} y_{r j}+\Phi^{-1}(\alpha) \sigma_{r}^{O}(\lambda) \geq y_{r o}, \quad r=1,2, \ldots, s, \\
& \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Omega
\end{align*}
$$

where

$$
\begin{gather*}
\left(\sigma_{i}^{I}(\lambda, \theta)\right)^{2}=\sum_{j=1}^{n} \sum_{k=1}^{n} \lambda_{j} \lambda_{k} \operatorname{Cov}\left(\tilde{x}_{i j}, \tilde{x}_{i k}\right)+\theta^{2} \operatorname{Var}\left(\tilde{x}_{i o}\right) \\
-2 \theta \sum_{j=1}^{n} \lambda_{j} \operatorname{Cov}\left(\tilde{x}_{i j}, \tilde{x}_{i o}\right), \quad i=1,2, \ldots, m  \tag{4}\\
\left(\sigma_{r}^{O}(\lambda)\right)^{2}=\sum_{j=1}^{n} \sum_{k=1}^{n} \lambda_{j} \lambda_{k} \operatorname{Cov}\left(\tilde{y}_{r j}, \tilde{y}_{r k}\right)+\operatorname{Var}\left(\tilde{y}_{r o}\right) \\
-2 \sum_{j=1}^{n} \lambda_{j} \operatorname{Cov}\left(\tilde{y}_{r j}, \tilde{y}_{r o}\right), \quad r=1,2, \ldots, s, \tag{5}
\end{gather*}
$$

$$
\begin{array}{ll}
\varphi_{o}(\alpha)= & \max  \tag{6}\\
\text { s.t. } \quad & \sum_{j=1}^{n} \lambda_{j} x_{i j}-\Phi^{-1}(\alpha) \sigma_{i}^{I}(\lambda) \leq x_{i o}, \quad i=1,2, \ldots, m, \\
& \sum_{j=1}^{n} \lambda_{j} y_{r j}+\Phi^{-1}(\alpha) \sigma_{r}^{O}(\lambda, \varphi) \geq \varphi y_{r o}, \quad r=1,2, \ldots, s, \\
& \lambda=\left(\lambda_{1}, \ldots, \lambda_{n}\right) \in \Omega,
\end{array}
$$

where

$$
\begin{align*}
& \left(\sigma_{i}^{I}(\lambda)\right)^{2}=\sum_{j=1}^{n} \sum_{k=1}^{n} \lambda_{j} \lambda_{k} \operatorname{Cov}\left(\tilde{x}_{i j}, \tilde{x}_{i k}\right)+\operatorname{Var}\left(\tilde{x}_{i o}\right) \\
& \quad-2 \sum_{j=1}^{n} \lambda_{j} \operatorname{Cov}\left(\tilde{x}_{i j}, \tilde{x}_{i o}\right), \quad i=1,2, \ldots, m \tag{7}
\end{align*}
$$

$$
\begin{gather*}
\left(\sigma_{r}^{O}(\lambda, \varphi)\right)^{2}=\sum_{j=1}^{n} \sum_{k=1}^{n} \lambda_{j} \lambda_{k} \operatorname{Cov}\left(\tilde{y}_{r j}, \tilde{y}_{r k}\right)+\varphi^{2} \operatorname{Var}\left(\tilde{y}_{r o}\right) \\
-2 \varphi \sum_{j=1}^{n} \lambda_{j} \operatorname{Cov}\left(\tilde{y}_{r j}, \tilde{y}_{r o}\right), \quad r=1,2, \ldots, s \tag{8}
\end{gather*}
$$

It is worth noting that usually the $i$ th-input ( $r$ th-output) in different units $(j=1,2, \ldots, n)$ are uncorrelated. To clarify the discussion, consider a set of universities as decision-making units. Each university consumes different inputs, including the tuition fee, facilities (personnel and the educational spaces), and equipment to produce different outputs, including the number of graduates and the number of Ph.D. awards. It is clear that the facilities in different units are uncorrelated, as also the tuition fee and equipment. In addition, it is clear that the number of graduates in different units are uncorrelated, as also the number of Ph.D. awards. Therefore, in the relations of (4) and (7), the assumption of $\operatorname{Cov}\left(\tilde{x}_{i j}, \tilde{x}_{i k}\right)=0(\forall j, k, j \neq k)$ is not an unconventional assumption. Then, Eqs. (4) and (7) can be converted to Eqs. (9) and (11), respectively. Similarly, in the relations of (5) and (8), the assumption of $\operatorname{Cov}\left(\tilde{y}_{r j}, \tilde{y}_{r k}\right)=0(\forall j, k, j \neq k)$ is a correct assumption. Hence, Eqs. (5) and (8) can be converted into Eqs. (10) and (12), respectively.

$$
\begin{gather*}
\left(\sigma_{i}^{I}(\lambda, \theta)\right)^{2}=\sum_{j=1}^{n} \lambda_{j}^{2} \operatorname{Var}\left(\tilde{x}_{i j}\right)^{2}+\theta \operatorname{Var}\left(\tilde{x}_{i o}\right)^{2}\left(\theta-2 \lambda_{o}\right), i=1,2, \ldots, m  \tag{9}\\
\left(\sigma_{r}^{O}(\lambda)\right)^{2}=\sum_{j=1}^{n} \lambda_{j}^{2} \operatorname{Var}\left(\tilde{y}_{r j}\right)+\operatorname{Var}\left(\tilde{y}_{r o}\right)^{2}\left(1-2 \lambda_{o}\right), r=1,2, \ldots, s,  \tag{10}\\
\left(\sigma_{i}^{I}(\lambda, \theta)\right)^{2}=\sum_{j=1}^{n} \lambda_{j}^{2} \operatorname{Var}\left(\tilde{x}_{i j}\right)^{2}+\operatorname{Var}\left(\tilde{x}_{i o}\right)^{2}\left(1-2 \lambda_{o}\right), i=1,2, \ldots, m,  \tag{11}\\
\left(\sigma_{r}^{O}(\lambda)\right)^{2}=\sum_{j=1}^{n} \lambda_{j}^{2} \operatorname{Var}\left(\tilde{y}_{r j}\right)+\varphi \operatorname{Var}\left(\tilde{y}_{r o}\right)^{2}\left(\varphi-2 \lambda_{o}\right), r=1,2, \ldots, s \tag{12}
\end{gather*}
$$

Cooper et al. [12] showed that the models (3) and (6) are feasible for all the levels of significance $\alpha \in(0,1)$. Also, $0<\theta_{o}(\alpha) \leq 1$ and $\varphi_{o}(\alpha) \geq 1$ for each $\alpha \in(0,0.5]$. Moreover, if $\alpha \leq \alpha^{\prime}$ then $\theta_{o}\left(\alpha^{\prime}\right) \leq \theta_{o}(\alpha)$ and $\varphi_{o}\left(\alpha^{\prime}\right) \geq \varphi_{o}(\alpha)$.

We close this section with a discussion on the case where models (3) and (6) can be converted linearly. Assume that the inputs and outputs of the units have the following structure:

$$
\begin{array}{cc}
\tilde{x}_{i j}=x_{i j}+u_{i j} \tilde{\eta}_{i j}, \quad \tilde{\eta}_{i j} \sim N\left(0, \bar{\sigma}^{2}\right), & i=1,2, \ldots, m,  \tag{13}\\
\tilde{y}_{r j}=y_{r j}+v_{r j} \tilde{\xi}_{r j}, \quad \tilde{\xi}_{r j} \sim N\left(0, \bar{\sigma}^{2}\right) & r=1,2, \ldots, s,
\end{array}
$$

where $u_{i j}$ and $v_{r j}$ are non-negative real numbers. Also, $\tilde{\eta}_{i j}$ and $\tilde{\xi}_{r j}$ are errors of inputs and outputs in conflict with the mean values $x_{i j}$ and $y_{r j}$, respectively. The data in the form of (13) are called data with a symmetric error structure. Suppose $\tilde{\eta}_{i j}=\tilde{\eta}_{i}, \tilde{\xi}_{r j}=\tilde{\xi}_{r}$, and the inputs and outputs of the DMUs are uncorrelated. Then, Models (3) and (6) can be converted to linear programming (LP) problems (14) and (15), respectively [6]:

$$
\begin{align*}
\theta_{o}(\alpha)= & \min \quad \theta  \tag{14}\\
\text { s.t. } \quad & \sum_{j=1}^{n} \lambda_{j} x_{i j}-\Phi^{-1}(\alpha) \bar{\sigma}\left(p_{i}^{+}+p_{i}^{-}\right) \leq \theta x_{i o}, \quad i=1,2, \ldots, m, \\
& \sum_{j=1}^{n} \lambda_{j} y_{r j}+\Phi^{-1}(\alpha) \bar{\sigma}\left(q_{r}^{+}+q_{r}^{-}\right) \geq y_{r o}, \quad r=1,2, \ldots, s, \\
& \sum_{j=1}^{n} \lambda_{j} u_{i j}-\theta u_{i o}=p_{i}^{+}-p_{i}^{-}, \quad i=1,2, \ldots, m, \\
& \sum_{j=1}^{n} \lambda_{j} v_{r j}-v_{r o}=q_{r}^{+}-q_{r}^{-}, \quad r=1,2, \ldots, s, \\
& \lambda \in \Omega, p_{i}^{+} \geq 0, p_{i}^{-} \geq 0, q_{r}^{+} \geq 0, q_{r}^{-} \geq 0, \forall i, r, \\
\varphi_{o}(\alpha)= & \max \quad \varphi  \tag{15}\\
\text { s.t. } \quad & \sum_{j=1}^{n} \lambda_{j} x_{i j}-\Phi^{-1}(\alpha) \bar{\sigma}\left(p_{i}^{+}+p_{i}^{-}\right) \leq x_{i o}, \quad i=1,2, \ldots, m, \\
& \sum_{j=1}^{n} \lambda_{j} y_{r j}+\Phi^{-1}(\alpha) \bar{\sigma}\left(q_{r}^{+}+q_{r}^{-}\right) \geq \varphi y_{r o}, \quad r=1,2, \ldots, s,
\end{align*}
$$

$$
\begin{aligned}
& \sum_{j=1}^{n} \lambda_{j} u_{i j}-u_{i o}=p_{i}^{+}-p_{i}^{-}, \quad i=1,2, \ldots, m \\
& \sum_{j=1}^{n} \lambda_{j} v_{r j}-\varphi v_{r o}=q_{r}^{+}-q_{r}^{-}, \quad r=1,2, \ldots, s, \\
& \lambda \in \Omega, p_{i}^{+} \geq 0, p_{i}^{-} \geq 0, q_{r}^{+} \geq 0, q_{r}^{-} \geq 0, \forall i, r .
\end{aligned}
$$

In the models (14) and (15), $\varphi, \theta, \mu_{j}, p_{i}^{+}, p_{i}^{-}, q_{r}^{+}$, and $q_{r}^{-}$are variables for all indices.

## 4 Merging DMUs in the Presence of Stochastic Data

One of the managers' approaches to improving the technical efficiency of units is to merge them. In business environments, the most common consolidations occur between banking units, which naturally implies improving their performance. In this regard, Gattoufi et al. [22] provided a novel method to reach the pre-defined target based on the InvDEA concept. However, the provided method could not be employed under stochastic data due to some modeling limitations in the traditional InvDEA models. Therefore, this section proposes a new method to deal with stochastic data in the problem of merging units. A set of units, $\left\{D M U_{j}, j \in \Lambda \subset J\right\}$, is assumed, where their performance is improved through merging. This set of units generates a new unit through synergy to reach the pre-defined efficiency score at the significance level $\alpha$. Suppose the new unit and the set of units not participating in the merger are denoted by $D M U_{q}$ and $\Pi=J-\Lambda$, respectively. The following assumptions are considered in the proposed approach: i) The set of units involved in the merger is deleted after the merger; ii) The new unit searches for the highest (lowest) possible output (input) level of the merged units to attain the pre-defined performance level while maintaining the sum of the input (output) levels of these units.

In the subsections 4.1 and 4.2, the proposed approach is provided to determine the lowest and highest possible inherited inputs and outputs, respectively.

### 4.1 Estimation of Lowest the Possible Inherited Inputs to Reach the Pre-defined Performance Level

According to the assumption (ii), the output levels of the new unit should be $\tilde{y}_{r q}=\sum_{j \in \Lambda} \tilde{y}_{r j}$ for each $r=1,2, \ldots, s$. In fact, $\tilde{y}_{r q}$ is the sum of the output levels of units involved in the merger process to achieve the predefined efficiency score in the level of significance $\alpha, \bar{\theta}_{q}(\alpha)$. Suppose $\tilde{x}_{i q}(i=1,2, \ldots, m)$ represents the inputs obtained of the new unit after estimating them. The following model measures the efficiency score of $D M U_{q}$ in the level of significance $\alpha$ :

$$
\begin{array}{ll}
\theta_{q}^{*}(\alpha)= & \min  \tag{16}\\
\text { s.t. } & P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j}+\lambda_{q} \tilde{x}_{i q} \leq \theta \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j}+\lambda_{q} \tilde{y}_{r q} \geq \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& \lambda=\left(\lambda_{j} ; j \in \Pi \cup\{q\}\right) \in \Omega_{q} .
\end{array}
$$

where

$$
\begin{gathered}
\Omega_{q}=\left\{\lambda \mid \lambda=\left(\lambda_{j} ; j \in \Pi \cup\{q\}\right), \delta_{1}\left(\sum_{j \in \Pi} \lambda_{j}+\lambda_{q}+\delta_{2}(-1)^{\delta_{3}} \nu\right)=\delta_{1},\right. \\
\left.\nu \geq 0, \quad \lambda_{j} \geq 0, \forall j \in \Pi \cup\{q\}\right\} .
\end{gathered}
$$

The variables vector in the above model is $\left(\lambda_{j} ; j \in \Pi \cup\{q\}, \theta\right)$. If the optimal value of Model (16) is equal $\bar{\theta}_{q}(\alpha)$, we say that the expected efficiency score of the generated unit has been achieved.

The following stochastic multiple-objective programming (SMOP) model proposed to estimate of the lowest possible input level of the new unit $\left(D M U_{q}\right)$ :

$$
\begin{array}{ll}
\min & \left(\tilde{\alpha}_{i j} ; i=1,2, \ldots, m, \forall j \in \Lambda\right)  \tag{17}\\
\text { s.t. } \quad & P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j}+\lambda_{q}\left(\sum_{j \in \Lambda} \tilde{\alpha}_{i j}\right) \leq \bar{\theta}_{q}(\alpha) \sum_{j \in \Lambda} \tilde{\alpha}_{i j}\right\} \geq 1-\alpha, i=1,2, \ldots, m, \\
& P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j}+\lambda_{q} \tilde{y}_{r q} \geq \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s,
\end{array}
$$

$$
\begin{aligned}
& P\left\{\tilde{\alpha}_{i j} \leq \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda \\
& P\left\{\tilde{\alpha}_{i j} \geq 0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda \\
& \lambda=\left(\lambda_{j} ; j \in \Pi \cup\{q\}\right) \in \Omega_{q}
\end{aligned}
$$

In the above model $\left(\lambda_{j} ; j \in \Pi \cup\{q\}, \tilde{\alpha}_{i j} ; i=1,2, \ldots, m, \forall j \in \Lambda\right)$ is the variables vector. $\bar{\theta}_{q}(\alpha)$ is the expected efficiency goal in the level of significance $\alpha$ for the new unit $\left(D M U_{q}\right)$. In this model, $\tilde{\alpha}_{i j}$ shows the amount of the $i t h$ input inherited by $D M U_{q}$ from the $j t h$ unit of participating in the merger process. The goals of the InvDEA model (17) guarantees that the inherited input levels by $D M U_{q}$ from units involved in the merger process are minimized to achieve efficiency score in the level of significance $\alpha, \bar{\theta}_{q}(\alpha)$. In fact, saving resources is the main target to achieve the most benefit through merging. The first, second, and final sets of constraints in Model (17) ensure that the generated new unit has the expected performance in the level of significance $\alpha$. The third set of constraints in the model (17) ensures that the amount of resources received by the new unit does not exceed from the amount of resources available to each of the units involved in the integration process.

Due to the special structure Model (17), a long with [32], stochastic (weak) Pareto solutions are defined as follows:

Definition 4.1. A feasible solution $\Delta=\left(\lambda^{*}, \tilde{\alpha}_{i j}^{*} ; i=1,2, \ldots, m, \forall j \in \Lambda\right)$ is called a stochastic Pareto ( SP ) solution in the level of significance $\alpha$ to $\operatorname{SMOP}(17)$ if there is no other feasible solution $\Gamma=\left(\lambda, \tilde{\alpha}_{i j} ; i=\right.$ $1,2, \ldots, m, \forall j \in \Lambda)$ such that

$$
\begin{aligned}
& P\left\{\tilde{\alpha}_{i j}-\tilde{\alpha}_{i j}^{*} \leq 0\right\} \geq 1-\alpha \quad \text { for each } \quad i=1,2, \ldots, m, \forall j \in \Lambda \\
& P\left\{\tilde{\alpha}_{i j}-\tilde{\alpha}_{i j}^{*} \leq-\epsilon\right\} \geq 1-\alpha \quad \text { for some } \quad i=1,2, \ldots, m, \& j \in \Lambda
\end{aligned}
$$

where $\epsilon$ is a non-archimedian infinitesimal.
Definition 4.2. A feasible solution $\Delta=\left(\lambda^{*}, \tilde{\alpha}_{i j}^{*} ; i=1,2, \ldots, m, \forall j \in\right.$ $\Lambda$ ) is called a stochastic weak Pareto (SWP) solution in the level of significance $\alpha$ to SMOP (17) if there is no other feasible solution $\Gamma=$ $\left(\lambda, \tilde{\alpha}_{i j} ; i=1,2, \ldots, m, \forall j \in \Lambda\right)$ such that

$$
P\left\{\tilde{\alpha}_{i j}-\tilde{\alpha}_{i j}^{*} \leq-\epsilon\right\} \geq 1-\alpha \quad \text { for each } \quad i=1,2, \ldots, m, \forall j \in \Lambda
$$

where $\epsilon$ is a non-Archimedian infinitesimal.

In practical, the most common merger of units occur to improve their respective performances. Therefore, it can be assumed that the units involved in the integration process are not technically efficient. According to the concepts of DEA, this assumption implies that the elimination of units involved in the integration process does not change efficiency frontiers in the level of significance $\alpha$. Accordingly, if the new unit is within the PPS in the level of significance $\alpha$, then $D M U_{q}$ can be presented by some of the other efficient units in the level of significance $\alpha$. This is achieved based on a similar process by converting the stochastic model (1) to the linear programming model (14) and assuming that the new unit is placed in the current PPS. In this case, in each SP solution in the level of significance $\alpha$ to SMOP-model (17), we have $\lambda_{q}^{*}=0$.

According to the above discussion, model (17) can be converted to the following revised SMOP (RSMOP) model:

$$
\begin{array}{ll}
\min & \left(\tilde{\alpha}_{i j} ; i=1,2, \ldots, m, \forall j \in \Lambda\right) \\
\text { s.t. } & P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j} \leq \bar{\theta}_{q}(\alpha) \sum_{j \in \Lambda} \tilde{\alpha}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j} \geq \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& P\left\{\tilde{\alpha}_{i j} \leq \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda, \\
& P\left\{\tilde{\alpha}_{i j} \geq 0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda, \\
& \lambda=\left(\lambda_{j} ; \forall j \in \Pi\right) \in \bar{\Omega}_{q}, \tag{18}
\end{array}
$$

where

$$
\begin{gathered}
\bar{\Omega}_{q}=\left\{\lambda \mid \lambda=\left(\lambda_{j} ; \forall j \in \Pi\right), \delta_{1}\left(\sum_{j \in \Pi} \lambda_{j}+\delta_{2}(-1)^{\delta_{3}} \nu\right)=\delta_{1},\right. \\
\left.\nu \geq 0, \quad \lambda_{j} \geq 0, \quad \forall j \in \Pi\right\} .
\end{gathered}
$$

It is worth noting that the current study is confined to the case of the merging where the generated new unit is inside or on the frontier of efficiency of the current PPS. Therefore, the discussed topic in this paper without consideration this restriction can be a worthwhile direction for further research, though this paper does not pursue it. Let us to consider the virtual unit $\left(D M U_{v}\right)$, in which $D M U_{v}$ consumes multiple
stochastic inputs $\tilde{x}_{i v}=\sum_{j \in \Lambda} \tilde{x}_{i j}(i=1,2, \ldots, m)$ to produce multiple stochastic outputs $\tilde{y}_{r v}=\sum_{j \in \Lambda} \tilde{y}_{r j}(r=1,2, \ldots, s)$. According to the goals of Models (17) and (18), efforts are made to maintain the minimum level of the sources of the virtual unit. As a result, necessary and sufficient conditions for $D M U_{q} \in P P S$ is that $D M U_{v} \in P P S$.

According to the following theorem, the input-oriented model (18) can be used for determining the input levels of the produced new unit $\left(D M U_{q}\right)$.
Theorem 4.3. Suppose that deleting units participating in the merger process does not change the PPS. Also, let $\Delta=\left(\lambda^{*}, \tilde{\alpha}_{i j}^{*}: i=1,2, \ldots, m\right.$, $\forall j \in \Lambda$ ) be a SP solution to Model (18). If $\tilde{x}_{i q}=\sum_{j \in \Lambda} \tilde{\alpha}_{i j}^{*}$ ( $i=$ $1,2, \ldots, m)$, then the optimal value of Model (16) is equal to $\bar{\theta}_{q}(\alpha)$.

Proof. See Appendix A.
We close this subsection with a discussion on minimum achievable efficiency target in the level of significance $\alpha$ of the merged DMU. It is worth noting that knowing minimum achievable efficiency target is necessary for the decision maker deliberating about engaging in the merging process. The lowest efficiency score realized through a merging could be determined via the following theorem.
Theorem 4.4. Consider a merging with $\bar{\theta}_{q}(\alpha)$ as the efficiency target in the level of significance $\alpha$ for the merged $D M U$.
i) If model (18) is feasible, then it remains feasible for each efficiency target $\overline{\bar{\theta}}_{q}(\alpha)$, with $\bar{\theta}_{q}(\alpha) \leq \overline{\bar{\theta}}_{q}(\alpha) \leq 1$.
ii) Suppose that model (18) admits a stochastic Pareto solution. If

$$
\begin{aligned}
\theta_{q}^{*}(\alpha)=\min & \theta \\
\text { s.t. } & P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j} \leq \sum_{j \in \Lambda} \tilde{\alpha}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j} \geq \sum_{j \in \Lambda} \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& P\left\{\sum_{j \in \Lambda} \tilde{\alpha}_{i j} \leq \theta \sum_{j \in \Lambda} \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\tilde{\alpha}_{i j} \leq \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda, \\
& P\left\{\tilde{\alpha}_{i j} \geq 0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda,
\end{aligned}
$$

$$
\bar{\lambda}=\left(\bar{\lambda}_{j} ; j \in \Pi\right) \in \bar{\Omega}_{q}, \quad \theta \geq 0,
$$

then $\bar{\theta}_{q}(\alpha) \geq \theta_{q}^{*}(\alpha)$ (The minimum achievable efficiency target in the level of significance $\alpha$ of the merged $D M U$ is $\left.\theta^{*}(\alpha)\right)$.

Proof. According to the model (18), the proof of part (i) is obvious. By contradiction assume that $\bar{\theta}_{q}(\alpha)<\theta^{*}(\alpha)$. Let $\Delta=\left(\mu^{*}, \tilde{\alpha}_{i j}^{*}: i=\right.$ $1,2, \ldots, m, \forall j \in \Lambda$ ) be a stochastic Pareto solution to model (18). Feasibility of $\Delta$ to model (18), implies:

$$
\begin{equation*}
P\left\{\tilde{\alpha}_{i j}^{*} \leq \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda . \tag{19}
\end{equation*}
$$

By (19) and $0<\bar{\theta}_{q}(\alpha) \leq 1$, we get

$$
P\left\{\bar{\theta}_{q}(\alpha) \tilde{\alpha}_{i j}^{*} \leq \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda .
$$

Now, define $\overline{\tilde{\alpha}}_{i j}:=\bar{\theta}_{q}(\alpha) \tilde{\alpha}_{i j}^{*}$ for each $i=1,2, \ldots, m$, and $j \in \Lambda$. Therefore,

$$
\begin{equation*}
P\left\{\sum_{j \in \Lambda} \overline{\tilde{\alpha}}_{i j} \leq \theta_{q}(\alpha) \sum_{j \in \Lambda} \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m . \tag{20}
\end{equation*}
$$

By (20) and feasibility of $\Delta$ to model (18), it is obvious that $\Psi=$ $\left(\mu^{*}, \bar{\theta}_{q}(\alpha), \overline{\tilde{\alpha}}_{i j}: i=1,2, \ldots, m, \forall j \in \Lambda\right)$ is a feasible solution to model (19). Therefore, the optimal value of model (19) is less than or equal to $\bar{\theta}_{q}(\alpha)$. This contradicts the assumption that $\theta^{*}$ is the optimal value of model (19), and so the proof of part (ii) is completed.

The following remarks discuss a special case of linearization of stochastic models (16), (18), and (19).

Remark 4.5. If the input and output levels have a normal distribution with a symmetric error structure, then the same method for converting model (1) to model (14) can be employed to convert the proposed stochastic models (16), (18), and (19) into linear programming models. According to the operations research literature, there are various methods to solve these problems, including the weight sum method [17]. In this study, we also use this method because it allows the decision maker to pursue different goals of merging (for example, saving more inputs from a particular unit).

### 4.2 Estimation of Highest the Possible Inherited Outputs to Reach the Pre-defined Performance Level

In this subsection, we assume that the generated new unit keeps the amount of input levels of set of the merging units ( $\left\{D M U_{j}, j \in \Lambda \subset J\right\}$ ) and searches for the maximum amount of outputs of these DMUs to achieve the desired efficiency score in the level of significance $\alpha, \bar{\varphi}_{q}(\alpha)$. In fact, assumption (ii) is satisfied. Therefore, the input levels of the new generated DMU should be $\tilde{x}_{i q}=\sum_{j \in \Lambda} \tilde{x}_{i j}$ for each $i=1,2, \ldots, m$. In other words, $\tilde{x}_{i q}$ is the sum of the input levels of the participating units in the merger process in order to reach the desired given efficiency target in the level of significance $\alpha, \bar{\varphi}_{q}(\alpha)$. If $\tilde{y}_{r q}(r=1,2, \ldots, s)$ represents the generated outputs of the new unit after estimating them, then following model can be measures the efficiency score of $D M U_{q}$ in the level of significance $\alpha$ :

$$
\begin{array}{ll}
\varphi_{q}^{*}(\alpha)= & \max \quad \varphi  \tag{21}\\
\text { s.t. } & P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j}+\lambda_{q} \tilde{x}_{i q} \leq \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j}+\lambda_{q} \tilde{y}_{r q} \geq \varphi \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1, \ldots, s, \\
& \lambda=\left(\lambda_{j} ; j \in \Pi \cup\{q\}\right) \in \Omega_{q} .
\end{array}
$$

In the above model, the variables vector is $\left(\lambda_{j} ; j \in \Pi \cup\{q\}, \varphi\right)$. If the optimal value of problem (21) is equal $\bar{\varphi}_{q}(\alpha)$, we say that the expected efficiency score of the new generated DMU has been realized.

To estimate of the highest possible output levels of the new unit $\left(D M U_{q}\right)$, we consider the following SMOP model:

$$
\begin{align*}
& \max \left(\tilde{\beta}_{r j} ; r=1,2, \ldots, s, \forall j \in \Lambda\right)  \tag{22}\\
& \text { s.t. } P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j}+\lambda_{q} \tilde{x}_{i q} \leq \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& \quad P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j}+\lambda_{q}\left(\sum_{j \in \Lambda} \tilde{\beta}_{r j}\right) \geq \bar{\varphi}_{q}(\alpha) \sum_{j \in \Lambda} \tilde{\beta}_{r j}\right\} \geq 1-\alpha, r=1, \ldots, s, \\
& \quad P\left\{\tilde{\beta}_{r j} \geq \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \forall j \in \Lambda, \\
& \quad \lambda=\left(\lambda_{j} ; j \in \Pi \cup\{q\}\right) \in \Omega_{q} .
\end{align*}
$$

In Model (22), $\left(\lambda_{j} ; j \in \Pi \cup\{q\}, \tilde{\beta}_{r j} ; r=1,2, \ldots, s, \forall j \in \Lambda\right)$ is the variables vector. $\bar{\varphi}_{q}(\alpha)$ is the expected efficiency score in the level of
 $\tilde{\beta}_{r j}$ shows the amount of the $r$ th output inherited by the new unit $D M U_{q}$ from the $j$ th DMU of participating in the merger process. The objectives of the InvDEA model (22) ensures that the inherited output level by $D M U_{q}$ from units involved in the merger process are maximized in order to achieve the desired efficiency goal in the level of significance $\alpha, \bar{\varphi}_{q}(\alpha)$. In other words, in here, the most profits are made through mergers based on the production of more products. Also, the third set of constraints in the model (22) ensures that the amount of output generated by the new unit is greater than or equal to the existing output of each of the units involved in the integration process. In a method similar with convert Model (17) to (18), we can convert the InvDEA model (22) to the following revised SMOP (RSMOP) model:

$$
\begin{array}{ll}
\max & \left(\tilde{\beta}_{r j} ; r=1,2, \ldots, s, \forall j \in \Lambda\right) \\
\text { s.t. } & P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j} \leq \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j} \geq \bar{\varphi}_{q}(\alpha) \sum_{j \in \Lambda} \tilde{\beta}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& P\left\{\tilde{\beta}_{r j} \geq \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \quad \forall j \in \Lambda, \\
& \lambda=\left(\lambda_{j} ; j \in \Pi\right) \in \bar{\Omega}_{q} . \tag{23}
\end{array}
$$

To estimate of the output levels of the generated new unit, the following theorem can be used.

Theorem 4.6. Assume that the integration process is such that deleting participating units does not change the PPS. Let the generated new unit aims to be equal to $\bar{\varphi}_{q}(\alpha)$. In addition, let $\Delta=\left(\lambda^{*}, \tilde{\beta}_{r j}^{*}: r=\right.$ $1,2, \ldots, s, \forall j \in \Lambda$ ) be a $S P$ solution to Model (23). If $\tilde{y}_{r q}=\sum_{j \in \Lambda} \tilde{\beta}_{r j}^{*}$ ( $r=1,2, \ldots, s$ ), then the optimal value of Model (21) is equal to $\bar{\varphi}_{q}(\alpha)$.
Proof. See Appendix B.
It is worth noting that knowing highest receivable efficiency score has an decisive role for assessment of the manager's about engaging in the
integration process. To estimate the highest receivable efficiency score of the generated new unit, the following theorem can be used.

Theorem 4.7. Consider a merging with $\bar{\varphi}_{q}$ as the efficiency score in the level of significance $\alpha$ for the generated new unit.
i) If model 23 is feasible, then it remains feasible for each efficiency target $\overline{\bar{\varphi}}_{q}(\alpha)$, with $1 \leq \overline{\bar{\varphi}}_{q}(\alpha) \leq \bar{\varphi}_{q}(\alpha)$.
ii) Suppose that model 23 admits a SP solution. If

$$
\begin{align*}
\varphi_{q}^{*}(\alpha)=\max & \varphi \\
\text { s.t. } & P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{x}_{i j} \leq \sum_{j \in \Lambda} \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \\
& P\left\{\sum_{j \in \Pi} \lambda_{j} \tilde{y}_{r j} \geq \sum_{j \in \Lambda} \tilde{\beta}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& P\left\{\sum_{j \in \Lambda} \tilde{\beta}_{r j} \geq \varphi \sum_{j \in \Lambda} \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& P\left\{\tilde{\beta}_{r j} \geq \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
& \lambda=\left(\lambda_{j}, \forall j \in \Pi\right), \varphi \geq 1, \tag{24}
\end{align*}
$$

then $\bar{\varphi}_{q}(\alpha) \leq \varphi^{*}(\alpha)$ (The maximum achievable efficiency score of the merged $D M U$ is $\left.\varphi^{*}(\alpha)\right)$.

Proof. The proof of part (i) is straightforward. By contradiction assume that $\bar{\varphi}_{q}(\alpha)>\varphi^{*}(\alpha)$. Let $\Delta=\left(\lambda^{*}, \tilde{\beta}_{r j}^{*}: r=1,2, \ldots, s, \forall j \in \Lambda\right)$ be a SP solution to model (23). Feasibility of $\Delta$ to model (23), implies:

$$
\begin{equation*}
P\left\{\tilde{\beta}_{r j}^{*} \geq \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \forall j \in \Lambda . \tag{25}
\end{equation*}
$$

By (25) and $\bar{\varphi}_{q}(\alpha) \geq 1$, we get

$$
P\left\{\bar{\varphi}_{q}(\alpha) \tilde{\beta}_{r j}^{*} \geq \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \forall j \in \Lambda
$$

Now, for all $r$ and $j \in \Lambda$ define $\overline{\widetilde{\beta}}_{r j}:=\bar{\varphi}_{q}(\alpha) \tilde{\beta}_{r j}^{*}$. Therefore,

$$
\begin{equation*}
P\left\{\sum_{j \in \Lambda} \tilde{\tilde{\beta}}_{r j} \geq \varphi_{q}(\alpha) \sum_{j \in \Lambda} \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s \tag{26}
\end{equation*}
$$

By (26) and feasibility of $\Delta$ to model (23), it is obvious that $\Psi=$ $\left(\lambda^{*}, \bar{\varphi}_{q}(\alpha), \overline{\tilde{\beta}}_{r j}: r=1,2, \ldots, s, \forall j \in \Lambda\right)$ is a feasible solution to model (24). Therefore, the optimal value of model (24) is greater than or equal to $\bar{\varphi}_{q}(\alpha)$. This contradicts the assumption that $\varphi^{*}$ is the optimal value of model (24), and so the proof of part (ii) is completed.

Remark 4.8. If the input and output levels have a normal distribution with a symmetric error structure, then the same method for converting model (2) to model (15) can be employed to convert the proposed stochastic models (21), (23), and (24) into linear programming models.

Remark 4.9. It is worth noting that in the real world usually the most common merger of units occur to improve their respective performances. Therefore, it can be assumed that the units involved in the integration process are not technically efficient in the level of significance $\alpha$. According to the concepts of DEA, this assumption implies that the elimination of units involved in the integration process does not change efficiency frontiers. However, it is clear that the new unit may be within or outside the current PPS in the level of significance $\alpha$. According to the considered assumption in the article, the our study is limited to the case of the merging where the merged $D M U$ is inside the current PPS. Accordingly, the issue discussed in this study can be worth studying without consideration this assumption as well, although this paper does not pursue it. Also, it is clear that the new generated unit will be within of the current PPS, if and only if the virtual unit $\left(\sum_{j \in \Lambda} \tilde{x}_{i j}, \sum_{j \in \Lambda} \tilde{y}_{r j}\right)$ for all $i \in I$ and $r \in O$; is inside the PPS in the level of significance $\alpha$. This stems from the objectives of the SMOP input-(resp.output-) oriented models (17) (resp. (22)) as well as the objectives of the relaxed input-(resp. output-) oriented models (18) (resp. (23)). This condition ensures that the merged DMU is within the PPS when it is inefficient or on the border once it is efficient. Then, the relaxed models (18) and (23) can replace the models (17) and (22), respectively.

## 5 An Application

The current section provides and evaluates the InvDEA method through a real-world data set. We considered a dataset containing 20 branches
of an Iranian commercial bank and presented in Tables (13) and (14) in Appendix C [6]. For each unit, a random independent sample of size 40 is considered and then the mean and variance of each branch are estimated separately for each of the input and output factors. Moreover, each of the input factors in different units $(j=1,2, \ldots, 20)$ and each of the output factors are uncorrelated. According to the literature, two main approaches are proposed to select input and output factors: the intermediation approach and the production approach. In the intermediation approach, banks are considered financial intermediaries between the liability and the fund beneficiaries, while in the production approach, banks are considered service providers to customers. The operational activities are significant in the production approach. In contrast, converting the earned funds into loans is critical in the production approach [ 8,51$]$. Therefore, commissions and loans are considered the output factors, while deposits, employees, and fixed assets are the input factors in the intermediation approach. However, the deposit is treated as the output factor because it is considered a bank's service to its customers. In other words, maintenance of customer deposits, financial transactions, customers' financial document processing, and other bank services are significant in this approach.

Over the last two decades, bank mergers and acquisitions have been occurring at an unprecedented rate. There are four main paths identified that explains the reasons behind the mergers/acquisitions activity. These four paths are related to (1) creating economies of scales, (2) expanding geographically, (3) increasing the combined capital base (size) and product offerings, and (4) gaining market power. As discussed in the introduction, data uncertainty (imprecise or vague data) is a primary and significant problem in employing the traditional DEA. Different strategies have been presented in the literature to deal with these inaccurate and ambiguous data. One of the most important and widely used strategies based on uncertainty theory in UDEA is the SDEA approach. According to the structure of conventional DEA models, any deviation from the efficiency boundary is considered inefficiency and there is no chance for random noise in nature. This is something to ponder when managers deal with units with inaccurate input and output levels in different real-world situations. It is worth noting that it is
possible to identify different data features while working with random variables based on the probability of unforeseen events. This is a crucial feature that encourages the decision-maker to employ SDEA. In fact, the primary benefit of working with stochastic data in DEA is the ability to predict the upcoming efficiencies. As mentioned above, in the evaluation of a bank in the evaluation of bank branches, various indicators can be taken into consideration, including the amount of deposits. It is clear that this index is a normal random variable in a period of 30 days. The merger of two branches is a big step that if the randomness approach is included in the estimation of this index for the new branch, managers can better predict the future performance of this branch.

In the present study, the input and output factors are identified based on the intermediation approach and are shown in Table 4. In fact, each branch produces five outputs (the facilities, amount of deposits, received benefits, received commission, and other resources of deposits) using three inputs (the personal rate, payable benefits, and delayed requisitions). It is worth noting that the personal rate is considered based on the weighted combination of personal qualifications, education, quantity, and other items. Also, the payable benefits of all deposits to customers and delays in repaying loans and other facilities in each branch are considered as the payable benefits and delay claims, respectively. Moreover, the sum of business and single loans, the value of various deposits (including current, and short/long duration accounts), the received benefits from the total loans and facilities, and the sum received commission (including of all banking actions, issuance guaranty, money transfer, and others) in each branch are considered as the facilities, the amount of deposits, the received benefits, and the received commission, respectively.

Using the model (14) under CRS and $\bar{\sigma}=1$ assumptions, we obtained the units' efficiency index in the levels of significance $\alpha=0.01,0.05$, $0.1,0.2,0.5$ (see Table 5). Here, because the input and output levels of the units have a symmetric error structure, LP models (14) can be used to estimate the efficiency index at different significant levels.

Table 5 shows that B04, B07, and B18 branches are inefficient in the levels of significance $\alpha=0.01$. In other words, with a confidence factor of $99 \%$, B04, B07, and B18 branches have the score efficiencies

Table 4: Input and output factors.

| Input factors | Output factors |
| :--- | :--- |
| The personal rate $\left(\tilde{x}_{1}\right)$ | The facilities $\left(\tilde{y}_{1}\right)$ |
| The payable benefits $\left(\tilde{x}_{2}\right)$ | The amount of deposits $\left(\tilde{y}_{2}\right)$ |
| The delayed requisitions $\left(\tilde{x}_{3}\right)$ | The received benefits $\left(\tilde{y}_{3}\right)$ |
|  | The received commission $\left(\tilde{y}_{4}\right)$ |
|  | The other resources of deposits $\left(\tilde{y}_{5}\right)$ |

Table 5: The efficiency index of 20 bank branches at different significant levels.

| DMU | $\alpha=0.5$ | $\alpha=0.2$ | $\alpha=0.1$ | $\alpha=0.05$ | $\alpha=0.01$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| DMU01 | 0.58725 | 0.62227 | 0.64101 | 0.65714 | 0.68820 |
| DMU02 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU03 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU04 | 0.27658 | 0.29342 | 0.30369 | 0.31264 | 0.33123 |
| DMU05 | 0.48755 | 0.55616 | 0.59581 | 0.62879 | 0.68847 |
| DMU06 | 0.91961 | 0.96016 | 0.98250 | 1.00000 | 1.00000 |
| DMU07 | 0.48060 | 0.51515 | 0.52854 | 0.53974 | 0.56020 |
| DMU08 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU09 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU10 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU11 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU12 | 0.80731 | 0.84684 | 0.86039 | 0.87167 | 0.89264 |
| DMU13 | 0.90849 | 0.92999 | 0.93994 | 0.94777 | 0.96112 |
| DMU14 | 0.69302 | 0.70699 | 0.71478 | 0.72232 | 0.74068 |
| DMU15 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU16 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU17 | 0.93143 | 0.97501 | 0.99782 | 1.00000 | 1.00000 |
| DMU18 | 0.56322 | 0.58407 | 0.59493 | 0.60403 | 0.62068 |
| DMU19 | 1.00000 | 1.00000 | 1.00000 | 1.00000 | 1.00000 |
| DMU20 | 0.47566 | 0.52995 | 0.56430 | 0.59605 | 0.68959 |

$0.33123,0.56020$, and 0.62068 , respectively. Merging these branches can be a practical solution to improve their performance. Assume that these units merge their activities by creating a new unit $\left(B_{q}\right)$, so that its
output levels (facilities, amount of deposits, received benefits, received commission, and other resources of deposits) equal to $\tilde{y}_{r q}=\tilde{y}_{r 4}+\tilde{y}_{r 7}+$ $\tilde{y}_{r 18}(r=1,2, \ldots, 5)$ as shown in Tables 6 and 7.

Table 6: The output levels ( $\tilde{y}_{1}, \tilde{y}_{2}, \tilde{y}_{3}$ ) of merging branches and new branch.

| Outputs | Facilities |  | Amount of <br> deposits |  | Received <br> benefits |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU | Mean | Variance | Mean | Variance | Mean | Variance |
| DMU04 | 137.51 | 21.65 | 44.972 | 13.78 | 4.923 | 1.65 |
| DMU07 | 192.97 | 14.56 | 78.015 | 19.56 | 7.791 | 3.56 |
| DMU18 | 259.21 | 34.21 | 81.779 | 21.65 | 5.212 | 1.94 |
| DMUq | 589.690 | 70.420 | 204.766 | 54.990 | 17.926 | 7.150 |

Table 7: The output levels ( $\tilde{y}_{4}, \tilde{y}_{5}$ ) of merging branches and new branch.

| Outputs | Received <br> commission |  | Other resources <br> of deposits |  |
| :---: | :---: | :---: | :---: | :---: |
| DMU | Mean | Variance | Mean | Variance |
| DMU04 | 4.212 | 3.84 | 63.61 | 33.73 |
| DMU07 | 15.89 | 2.34 | 7.499 | 1.268 |
| DMU18 | 8.021 | 3.52 | 107.9 | 13.07 |
| DMUq | 28.123 | 9.700 | 179.009 | 48.068 |

Here, the set of units intended for process integration is $\Lambda=\{4,7,18\}$ and therefore $\Pi=\{1,2, \ldots, 20\}-\Lambda$. Using the model (19), the lowest achievable efficiency index in the significance levels of $\alpha=0.01$ is obtained by the new unit equal to $\theta^{*}(\alpha)=0.4627$. Obviously, if this level of efficiency is assessed as satisfactory for the new branch, the merger process can begin. With regard to Theorem 4.4, the model (18) will be feasible, if $\bar{\theta}_{q}(0.01) \geq 0.4627$. Assume that $\mathrm{B} 04, \mathrm{~B} 07$, and B 18 branches are merged with two different expected efficiency scores in the levels of significance $\alpha=0.01$. To obtain these expected performance scores, the outputs of the merged unit must be in accordance with Tables 6 and 7. According to these tables, the new branch should achieve the averages of 589.690 and 204.766 with variances of 70.420 and 54.990 in the
indicators of facilities and the amount of deposits. Therefore, the relevant managers should create the conditions for this synergy through the merging branches. First, assume that the efficiency goal of the generated new branch $B_{q}$ is equal to 0.85 in the levels of significance $\alpha=0.01$ $\left(\bar{\theta}_{q}(\alpha)=0.85\right)$. The proposed model (18) is employed for this integration, and two SP solutions are generated to estimate the input levels using the weight-sum method [17] as written in Tables 8 and 9. Indeed, to achieve the efficiency goal ( $\left.\bar{\theta}_{q}(\alpha)=0.85\right)$ in the levels of significance $\alpha=0.01$, Tables 8 and 9 present two possible scenarios for the inherited input values of the new branch Bq from branches $\mathrm{B} 04, \mathrm{~B} 07$ and B18. For example, if the manager chooses the first scenario to form the new unit Bq , then the amount of resources required in each of the input factors the personal rate, payable benefits, and delayed requisitions are equal to $\mathrm{N}(17.60,0.50), \mathrm{N}(36.69,82.20)$, and $\mathrm{N}(55.15,49.31)$, respectively. In fact, to obtain this expected performance score, the new branch must receive averages of $17.60,36.69$, and 55.15 on the Personal Rate, Benefits Payable, and Delayed Requisitions indicators. Therefore, the relevant managers should provide the needed resources to the new branch through the synergy of the merging branches. According to this scenario, the personal rate (the first input) of the new branch Bq should be provided by the personal rate of the three merging branches. According to Table 8, the amount of supply required by each of the B04, B07, and B 18 branches is equal to $\mathrm{N}(2.49,0.29), \mathrm{N}(0.00,0.01)$ and $\mathrm{N}(15.11$, 0.20 ), respectively. Moreover, the share of three branches B04, B07, and B18 in the personal rate of the new branch q based on the first SP solution to achieve the efficiency goal $\left(\bar{\theta}_{q}(0.01)=0.85\right)$ is shown in the figure 1. This figure shows that the share of branch B18 in providing the resources needed of the new branch $q$ in the personal rate index is higher than other branches. Therefore, managers should provide the conditions for this transfer of resources. It is worth noting that the branch B07 has almost no shares. In a similar discussion, the amount of supply required to the input second (payable benefits) of the new branch $\mathrm{Bq}(\mathrm{N}(36.69$, $82.20)$ ) by each of the $\mathrm{B} 04, \mathrm{~B} 07$, and B 18 branches is equal to $\mathrm{N}(0.00$, $18.54), \mathrm{N}(0.00,3.01)$ and $\mathrm{N}(36.69,60.65)$, respectively. Moreover, the share of three branches B04, B07, and B18 in the payable benefits of the new branch $q$ according to the first scenario to attain the efficiency index
$\left(\bar{\theta}_{q}(0.01)=0.85\right)$ is shown in the figure 2. This figure shows that the share of branch B18 in the payable benefits of the new branch $q$ is higher than other branches. Also, branches B04 and B07 have almost no shares. According to figures 1 and 2, branch B18 plays a key role in providing the two primary sources of the new branch. Obviously, branches B04 and B 07 have almost no contribution, and the main contribution belongs to branch B18. Also, the provided amount to the input three (delayed requisitions) of the new branch $\mathrm{Bq}(\mathrm{N}(55.15,49.31))$ by each of the B 04 , B07, and B18 branches is equal to $\mathrm{N}(0.00,10.62)$, $\mathrm{N}(55.15,30.02)$ and $\mathrm{N}(0.00,8.67)$, respectively. Moreover, the share of three branches B04, B07, and B18 in the delayed requisitions of the new branch q according to the first SP solution to achieve the efficiency goal $\left(\bar{\theta}_{q}(0.01)=0.85\right)$ is shown in the figure 3. This figure shows that the share of branch B07 in the delayed requisitions of the new branch $q$ is higher than other branches. Also, branches B04 and B18 have almost no shares. Therefore, branch B07 plays a key role in providing the needed resources for the third index of the new branch. Indeed, figure 3 shows that the main share of the delayed requisitions of new branch $q$ is borne by the B 07 branch.

Table 8: The first proposed input levels for the merged branch to achieve the efficiency goal 0.85 in the significance level of 0.01 .

| Inputs | Personal rate <br> $\tilde{\alpha}_{1 j}^{1}$ |  | Payable benefits <br> $\tilde{\alpha}_{2 j}^{1}$ |  | Delayed requisitions <br> $\tilde{\alpha}_{3 j}^{1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU | Mean | Variance | Mean | Variance | Mean | Variance |
| B04 | 2.49 | 0.29 | 0.00 | 18.54 | 0.00 | 10.62 |
| B07 | 0.00 | 0.01 | 0.00 | 3.01 | 55.15 | 30.02 |
| B18 | 15.11 | 0.20 | 36.69 | 60.65 | 0.00 | 8.67 |
| Bq | 17.60 | 0.50 | 36.69 | 82.20 | 55.15 | 49.31 |

Moreover, the share of three branches B04, B07, and B18 in supply inputs of the new branch q based on the second SP solution to achieve the efficiency goal $\left(\bar{\theta}_{q}(0.01)=0.85\right)$ are shown in the figures 4,5 , and 6. According to this figures, it is clear that the share of branch B18 in providing the needed resources related to the personal rate index of the new branch $q$ is higher than other branches. Moreover, share of


Figure 1: The first proposed share of the merging branches in the personal rate of the new branch.


Figure 2: The first proposed share of the merging branches in the payable benefits of the new branch.

Table 9: The second proposed input levels for the merged branch to achieve the efficiency goal 0.85 in the significance level of 0.01 .

| Inputs | Personal rate <br> $\tilde{\alpha}_{1 j}^{2}$ |  | Payable benefits <br> $\tilde{\alpha}_{2 j}^{2}$ |  | Delayed requisitions <br>  DMU $^{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Mean | Variance | Mean | Variance | Mean | Variance |  |
| B04 | 2.00 | 0.32 | 28.94 | 43.52 | 67.53 | 29.55 |
| B07 | 0.00 | 0.01 | 4.89 | 22.18 | 0.00 | 7.72 |
| B18 | 15.11 | 0.17 | 0.00 | 16.50 | 3.79 | 12.04 |
| Bq | 17.11 | 0.50 | 33.83 | 82.20 | 71.32 | 49.31 |



Figure 3: The first proposed share of the merging branches in the delayed requisitions of the new branch.
branch B04 in providing the needed resources related to indexes of the payable benefits and delayed requisitions of the new branch $q$ is higher than other branches. Also, the B07 branch has almost no contribution in providing the resources needed for the new branch.


Figure 4: The second proposed share of the merging branches in the personal rate of the new branch.

In fact, Tables 8 and 9, and Figures 1-6 are shown the contribution of three branches B04, B07, and B18 in the personal rate, payable benefits, and delayed requisitions of the new branch $q$ based on two merger scenarios, respectively. In fact, Tables 8 and 9 give the inherited contributions of branches B04, B07, and B18 to generate outputs. In other words,


Figure 5: The second proposed share of the merging branches in the payable benefits of the new branch.


Figure 6: The second proposed share of the merging branches in the delayed requisitions of the new branch.
i) If the first scenario is selected to merge, then the share of two branches B04 and B18 in the personal rate of the new branch $q$ are approximately $14 \%$ and $86 \%$, respectively while branch B07 has no role. However, if the two scenario is selected to merge, then the share of two branches B04 and B18 in the personal rate of the new branch q are approximately $12 \%$ and $88 \%$, respectively while in this scenario, branch B07 still has no role.
ii) If the first scenario is selected to merge, then the payable benefits are fully supplied by B18 and branches B04 and B07 have no role. While if the second scenario is selected to merge, then the share of two
branches B04 and B07 in the payable benefits of the new branch q are approximately $12 \%$ and $88 \%$, respectively and branch B18 has no role.
iii) If the second scenario is selected to merge, then the share of two branches B04 and B18 in the delayed requisitions of the new branch $q$ are approximately $95 \%$ and $5 \%$, respectively and branch B07 has no role. However, if the first scenario is selected to merge, then the delayed requisitions is fully supplied by B07 and branches B04 and B18 have no role.

In order to investigate the effect of error in estimating the new unit inputs, the proposed model (18) is employed for this integration with the expected efficiency goal 0.85 in the levels of significance $\alpha=$ $0.01,0.05,0.1$, and the results are written in Table 10. According to the proposed approach in this study, it is expected that with the increase of the error, the amount of resources required in each of the input factors the personal rate, payable benefits, and delayed requisitions will decrease or at most remain constant. With regard to Table 10, this expectation is covered. Table 10 shows that the mean of first input ( $\tilde{x}_{1}$ ) in the levels of significance $\alpha=0.01, \alpha=0.01$, and $\alpha=0.1$ is equal to $17.59,17.43$, and 17.34. In fact, by increasing the error level from 0.01 to 0.05 , the mean value has decreased to 0.16 . Also, by increasing the error level from 0.05 to 0.10 , the mean value decreased to 0.09 . Table 10 shows a similar reduction under increasing error for the second input as well. However, the third input remains unchanged as the error increases. Moreover, figure 7 shows the discussed topic well. In other words, this figure shows that to obtain the expected performance score $(0.85)$ with decrease the confidence factor, the new branch must receive less resources, which is consistent with the generality of the study.

As another intended performance level, suppose that the merged branch $B_{q}$ aims to be fully efficient in the level of significance $\alpha=$ $0.01, \bar{\theta}_{q}(\alpha)=1$. Consider that the merger of three merging branches B04, B07, and B18 should achieve an optimistic target level, that is equal to one in the level of significance $\alpha=0.01$. By using Model (18) that correspond with this merger, the following two SP solutions are generated for this model as presented in Tables 11 and 12.

It is worth noting that the InvDEA idea is employed to solving the merging DMUs problem by some researchers, including [1, 2, 22, 29, 62].

Table 10: The mean proposed input levels for the merged branch to achieve the efficiency goal 0.85 in the significance levels of $0.01,0.05,0.1$.

| Inputs | Personal rate <br> $\tilde{x}_{1 q}$ | Payable benefits <br> $\tilde{x}_{2 q}$ | Delayed requisitions <br> $\tilde{x}_{3 q}$ | Pre-defined <br> error level |
| :---: | :---: | :---: | :---: | :---: |
| DMU | Mean | Mean | Mean | $\alpha$ |
| Bq | 17.59 | 36.69 | 55.15 | 0.01 |
| Bq | 17.43 | 33.57 | 55.15 | 0.05 |
| Bq | 17.34 | 31.87 | 55.15 | 0.10 |



Figure 7: The mean proposed input levels of the merged branch to achieve the efficiency goal 0.85 in the levels of significance $0.01,0.05,0.1$.

Table 11: The first proposed input levels for the merged branch to achieve fully efficient in the significance levels of 0.01 .

| Inputs | Personal rate <br> $\tilde{\alpha}_{1 j}^{1}$ |  | Payable benefits <br> $\tilde{\alpha}_{2 j}^{1}$ |  | Delayed requisitions <br> $\tilde{\alpha}_{3 j}^{1}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU | Mean | Variance | Mean | Variance | Mean | Variance |
| B04 | 0.00 | 0.15 | 0.00 | 20.12 | 0.00 | 13.91 |
| B07 | 0.00 | 0.01 | 0.00 | 26.43 | 49.43 | 23.56 |
| B18 | 14.68 | 0.34 | 34.25 | 35.65 | 0.00 | 11.84 |
| Bq | 14.68 | 0.50 | 34.25 | 82.20 | 49.93 | 49.31 |

However, these proposed solutions fail in the presence of stochastic data. Therefore, there is no available approach based on the InvDEA idea to

Table 12: The second proposed input levels for the merged branch to achieve fully efficient in the significance levels of 0.01 .

| Inputs | Personal rate <br> $\tilde{\alpha}_{1 j}^{2}$ |  | Payable benefits <br> $\tilde{\alpha}_{2 j}^{2}$ |  | Delayed requisitions <br> $\tilde{\alpha}_{3 j}^{2}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU | Mean | Variance | Mean | Variance | Mean | Variance |
| B04 | 13.77 | 0.35 | 28.93 | 45.73 | 49.47 | 39.11 |
| B07 | 0.93 | 0.14 | 5.31 | 23.70 | 0.00 | 7.13 |
| B18 | 0.00 | 0.01 | 0.00 | 12.67 | 0.00 | 3.07 |
| Bq | 14.70 | 0.50 | 34.24 | 82.20 | 49.47 | 49.31 |

compare our results with that.

## 6 Conclusions

This paper proposes new InvDEA models to highlight the potential gains to improving efficiency in M\&A by producing some extra product(s) or decreasing some utilized source(s). These InvDEA models are proposed using the SP solutions of SMOP problems to identify the merged unit's inherited input/output levels from merging units to attain a predetermined efficiency score at the significance level $\alpha$. These models can be employed in applications with more than one input/output dataset for each unit. The results indicate that the merged unit can attain any pre-determined efficiency target at the significance level $\alpha$ if the proposed input-oriented (or output-oriented) stochastic InvDEA models are solved. Also, this paper proposes a stochastic programming model to identify the lowest efficiency goal at the significance level $\alpha$ that the merged entity can achieve. It is critical for managers to know the lowest receivable efficiency score at the significance level $\alpha$ to the new unit for the merging program. Managers can use the results obtained from these models to design useful approaches based on the merging of units to improve their efficiency scores when production frontiers include inefficiency and random error. The proposed models can be transformed into linear programming problems, provided that the input and output levels have a normal distribution with a symmetric error structure. Besides, the validity of the developed theory is demonstrated through a use case
of the banking sector. The provided results are important because they can be employed in various applications such as resource allocation and investment analysis.

## 7 Limitations and Suggestions for Future Research

The proposed models can be transformed into linear programming problems, provided that the input and output levels have a normal distribution with a symmetric error structure. Our study is limited to the merging case where the generated new unit is inside or on the frontier of the current PPS at the significance level $\alpha$. Clearly, the generated new unit will be inside or on the frontier of the current PPS at the significance level $\alpha$, if and only if the virtual unit $\left(\sum_{j \in \Lambda} \tilde{X}_{j}, \sum_{j \in \Lambda} \tilde{Y}_{j}\right)$ is within or on frontier of the current PPS at the significance level $\alpha$. As a result, the subject studied in this article can be worth discussing without considering this limitation as well. As a suggestion, considering the multivariate normal distribution of the data can be a valuable avenue for further research to face these limitations. Also, extending the proposed methods to dynamic and network DEA frameworks can be a valuable route for further research. Moreover, our study is limited to the case where the sample size is large enough ( $\kappa \geq 30$ ), otherwise $(\kappa<30) \bar{x}$ has T-student distribution. Therefore, the discussed topic in this paper without consideration this restriction can be a worthwhile direction for further research. It is worth noting that, in the current work, the problem of merging units is investigated based on the input/output-oriented models. Nevertheless, this issue can be worth studying based on the mix-oriented models as well.
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## Appendix A

Proof of Theorem 4.3. To prove the theorem, we should show that $\theta_{q}^{*}(\alpha)=\bar{\theta}_{q}(\alpha)$, considering $\tilde{x}_{i q}=\sum_{j \in \Lambda} \tilde{\alpha}_{i j}^{*}(i=1,2, \ldots, m)$. Since $\tilde{x}_{i q}=$ $\sum_{j \in \Lambda} \tilde{\alpha}_{i j}^{*}$ and $\Delta$ is a feasible solution for model (18), we have

$$
\begin{gather*}
P\left\{\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{x}_{i j} \leq \bar{\theta}_{q}(\alpha) \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m,  \tag{27}\\
P\left\{\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{y}_{r j} \geq \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s,  \tag{28}\\
P\left\{\tilde{\alpha}_{i j}^{*} \leq \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda,  \tag{29}\\
P\left\{\tilde{\alpha}_{i j}^{*} \geq 0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \forall j \in \Lambda,  \tag{30}\\
\lambda^{*}=\left(\lambda_{j}^{*} ; \forall j \in \Pi\right) \in \bar{\Omega}_{q} . \tag{31}
\end{gather*}
$$

According to Eqs. (27), (28), and (31), it is obvious that $\left(\bar{\lambda}=\left(\lambda_{j}^{*}, j \in\right.\right.$ $\left.\left.\Pi ; \mu_{q}=0\right), \theta=\bar{\theta}_{q}(\alpha)\right)$ is a feasible solution to problem (16). Therefore, the optimal value of model (16) is less than or equal to $\bar{\theta}_{q}(\alpha)$. In other words, $\theta_{q}^{*}(\alpha) \leq \bar{\theta}_{q}(\alpha)$.

By contradiction assume that $\Phi=\left(\lambda_{j}^{* *}, j \in \Pi ; \lambda_{q}^{* *}, \theta^{* *}\right)$ is an optimal solution to model (16) in which $\theta_{q}^{*}(\alpha)=\theta^{* *}<\bar{\theta}_{q}(\alpha) \leq 1$. Therefore, feasibility of $\Phi$ for Model (16), implies

$$
\begin{gathered}
P\left\{\sum_{j \in \Pi} \lambda_{j}^{* *} \tilde{x}_{i j}+\lambda_{q}^{* *} \tilde{x}_{i q} \leq \theta^{* *} \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m,(32) \\
P\left\{\sum_{j \in \Pi} \lambda_{j}^{* *} \tilde{y}_{r j}+\lambda_{q}^{* *} \tilde{y}_{r q} \geq \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \\
\lambda^{* *}=\left(\lambda_{j}^{* *} ; j \in \Pi \cup\{q\}\right) \in \Omega_{q} .
\end{gathered}
$$

Since $0<\bar{\theta}_{q}(\alpha) \leq 1$, by Eq. (27) we get

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{x}_{i j} \leq \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m \tag{34}
\end{equation*}
$$

By using inequalities (32) and (34), the following result is obtained:
$P\left\{\sum_{j \in \Pi} \lambda_{j}^{* *} \tilde{x}_{i j}+\lambda_{q}^{* *}\left(\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{x}_{i j}\right) \tilde{x}_{i q} \leq \theta^{* *} \tilde{x}_{i q}\right\} \geq 1-\alpha, i=1,2, \ldots, m$,
then,
$\left.P\left\{\sum_{j \in \Pi}\left(\lambda_{j}^{* *}+\lambda_{q}^{* *} \lambda_{j}^{*}\right) \tilde{x}_{i j} \leq \theta^{* *} \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m,\right\} \geq 1-\alpha$.
We have,

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{i j}-\theta^{* *} \tilde{x}_{i q} \leq 0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m, \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\lambda}_{j}=\lambda_{j}^{* *}+\lambda_{q}^{* *} \lambda_{j}^{*}, \quad \forall j \in \Pi . \tag{36}
\end{equation*}
$$

Similarly, considering Eqs. (28), (33), and (36), we get

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{y}_{r j}-\tilde{y}_{r q} \geq 0\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s . \tag{37}
\end{equation*}
$$

By Eq. (31) and feasibility of $\Phi$ to model (16), we have

$$
\begin{equation*}
\bar{\lambda}=\left(\bar{\lambda}_{j} ; j \in \Pi\right) \in \bar{\Omega}_{q} . \tag{38}
\end{equation*}
$$

According to Eq. (30) and the definition of $\tilde{x}_{i q}(i=1,2, \ldots, m$,$) ,$ there exists at least one $p \in\{1,2, \ldots, m$,$\} and at least one k \in \Lambda$ such that $P\left\{\tilde{\alpha}_{p k}^{*}>0\right\} \geq 1-\alpha$. There exists non-negative scalar $\varepsilon \geq 0$ and positive scaler $\epsilon>0$ such that $P\left\{\tilde{\alpha}_{p k}^{*} \geq \epsilon\right\}=1-\alpha+\varepsilon$. Then, there exists positive scalar $\kappa>0$ such that

$$
\begin{equation*}
P\left\{\tilde{\alpha}_{p k}^{*} \geq \kappa\right\}=1-\alpha . \tag{39}
\end{equation*}
$$

By contradiction assume $\left(\theta^{* *}<\bar{\theta}_{q}(\alpha)\right)$ and Eq. (35), we obtain

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{i j}-\bar{\theta}_{q}(\alpha) \tilde{x}_{i q}<0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m \tag{40}
\end{equation*}
$$

Considering $p^{t h}$-inequality, there exists non-negative scaler $\xi_{p}$, such that

$$
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{p j}-\bar{\theta}_{q}(\alpha) \tilde{x}_{p q}<0\right\}=1-\alpha+\xi_{p} .
$$

Therefore, there exists positive scaler $s_{p}$, such that

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{p j}-\bar{\theta}_{q}(\alpha) \tilde{x}_{p q} \leq-s_{p}\right\}=1-\alpha . \tag{41}
\end{equation*}
$$

Clearly, there exists positive scaler $\bar{s}_{p}$, such that $s_{p}=\bar{\theta}_{q}(\alpha) \bar{s}_{p}$. Then, by Eq. (41), we get

$$
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{p j}-\bar{\theta}_{q}(\alpha) \tilde{x}_{p q} \leq-\bar{\theta}_{q}(\alpha) \bar{s}_{p}\right\}=1-\alpha .
$$

Therefore,

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{p j}-\bar{\theta}_{q}(\alpha)\left(\tilde{x}_{p q}-\bar{s}_{p}\right) \leq 0\right\}=1-\alpha . \tag{42}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\bar{k}=\min \left\{\kappa, \bar{s}_{p}\right\}, \tag{43}
\end{equation*}
$$

we have $\bar{k}>0$. Now, for each $i=1,2, \ldots, m$, define

$$
\overline{\tilde{\alpha}}_{i j}:=\left\{\begin{array}{cc}
\tilde{\alpha}_{i j}^{*}-\bar{k} & \text { if } i=p \& j=k,  \tag{44}\\
\tilde{\alpha}_{i j}^{*} & \text { otherwise. }
\end{array}\right.
$$

By (39) and (42)-(44) we have

$$
\begin{gather*}
P\left\{\sum_{j \in J} \bar{\lambda}_{j} \tilde{x}_{p j}-\bar{\theta}_{q}(\alpha) \sum_{j \in \Lambda} \overline{\tilde{\alpha}}_{p j} \leq 0\right\} \geq 1-\alpha,  \tag{45}\\
P\left\{\overline{\tilde{\alpha}}_{p k}=\tilde{\alpha}_{p k}^{*}-\bar{k} \geq 0\right\} \geq 1-\alpha . \tag{46}
\end{gather*}
$$

In addition, by Eqs. (29), (30), (44) and (46), we get

$$
\begin{gather*}
P\left\{\overline{\tilde{\alpha}}_{i j} \leq \tilde{x}_{i j}\right\} \geq 1-\alpha, \quad \forall i \in\{1,2, \ldots, m\}-\{p\}, \forall j \in \Lambda,  \tag{47}\\
P\left\{\overline{\widetilde{\alpha}}_{i j}=\tilde{\alpha}_{i j}^{*} \geq 0\right\} \geq 1-\alpha, \quad \forall i \in\{1,2, \ldots, m\}-\{p\}, \forall j \in \Lambda-\{k\} . \tag{48}
\end{gather*}
$$

Moreover, by Eq. (40), we have

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{i j}-\bar{\theta}_{q}(\alpha) \tilde{x}_{i q} \leq 0\right\} \geq 1-\alpha, \quad \forall i \in\{1,2, \ldots, m\}-\{p\} . \tag{49}
\end{equation*}
$$

According to (36), (37), (38), (45-49), ( $\left.\bar{\lambda}, \overline{\tilde{\alpha}}_{i j}: i=1,2, \ldots, m, \forall j \in \Lambda\right)$ is a feasible solution to problem (18), such that $P\left\{\overline{\tilde{\alpha}}_{i j}-\tilde{\alpha}_{i j}^{*} \leq 0\right\} \geq 1-\alpha$, $\forall i \in\{1,2, \ldots, m\}-\{p\}$ and $j \in \Lambda$, and $P\left\{\overline{\tilde{\alpha}}_{p k}-\tilde{\alpha}_{p k}^{*} \leq-\bar{k}\right\} \geq 1-\alpha$. But this is impossible because $\Delta$ is a SP solution in the level of significance $\alpha$ to SMOP (18).

## Appendix B

Proof of Theorem 4.6. To prove the theorem, we should show that $\varphi_{q}^{*}(\alpha)=\bar{\varphi}_{q}(\alpha)$, considering $\tilde{y}_{r q}=\sum_{j \in \Lambda} \tilde{\beta}_{r j}^{*}(r=1,2, \ldots, s)$. Since $\tilde{y}_{r q}=$ $\sum_{j \in \Lambda} \tilde{\beta}_{r j}^{*}$ and $\Delta$ is a feasible solution for model (23), we have

$$
\begin{gather*}
P\left\{\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{x}_{i j} \leq \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m,  \tag{50}\\
P\left\{\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{y}_{r j} \geq \bar{\varphi}_{q}(\alpha) \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s,  \tag{51}\\
P\left\{\tilde{\beta}_{r j}^{*} \geq \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \forall j \in \Lambda,  \tag{52}\\
\lambda=\left(\lambda_{j} ; \forall j \in \Pi\right) \in \bar{\Omega}_{q} . \tag{53}
\end{gather*}
$$

According to Eqs. (50), (51), and (53), it is obvious that $\left(\bar{\lambda}=\left(\lambda_{j}^{*}, \forall j \in\right.\right.$ $\left.\left.\Pi ; \lambda_{q}=0\right), \varphi=\bar{\varphi}_{q}(\alpha)\right)$ is a feasible solution to problem (21). Therefore, the optimal value of model (21) is greater than or equal to $\bar{\varphi}_{q}(\alpha)$. In other words, $\varphi_{q}^{*}(\alpha) \geq \bar{\varphi}_{q}(\alpha)$.

By contradiction assume that $\Phi=\left(\lambda_{j}^{* *}, j \in \Pi ; \lambda_{q}^{* *}, \varphi^{* *}\right)$ is an optimal solution to model (21) in which $\varphi_{q}^{*}(\alpha)=\varphi^{* *}>\bar{\varphi}_{q}(\alpha) \geq 1$. Therefore, feasibility of $\Phi$ for Model (21), implies

$$
\begin{gather*}
P\left\{\sum_{j \in \Pi} \lambda_{j}^{* *} \tilde{x}_{i j}+\lambda_{q}^{* *} \tilde{x}_{i q} \leq \tilde{x}_{i q}\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m,  \tag{54}\\
P\left\{\sum_{j \in \Pi} \lambda_{j}^{* *} \tilde{y}_{r j}+\lambda_{q}^{* *} \tilde{y}_{r q} \geq \varphi^{* *} \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s,  \tag{55}\\
\lambda^{* *}=\left(\lambda_{j}^{* *} ; \forall j \in \Pi\right) \in \bar{\Omega}_{q} .
\end{gather*}
$$

Since $\bar{\varphi}_{q}(\alpha) \geq 1$, by Eq. (51) we get

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{y}_{r j} \geq \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s . \tag{56}
\end{equation*}
$$

By using inequalities (55) and (56), the following result is obtained:

$$
P\left\{\sum_{j \in \Pi} \lambda_{j}^{* *} \tilde{y}_{r j}+\lambda_{q}^{* *}\left(\sum_{j \in \Pi} \lambda_{j}^{*} \tilde{y}_{r j}\right) \geq \varphi^{* *} \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s
$$

then,
$\left.P\left\{\sum_{j \in \Pi}\left(\lambda_{j}^{* *}+\lambda_{q}^{* *} \lambda_{j}^{*}\right) \tilde{y}_{r j} \geq \varphi^{* *} \tilde{y}_{r q}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s,\right\} \geq 1-\alpha$.
We have,

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{y}_{r j}-\varphi^{* *} \tilde{y}_{r q} \geq 0\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \tag{57}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\lambda}_{j}=\lambda_{j}^{* *}+\lambda_{q}^{* *} \lambda_{j}^{*}, \quad \forall j \in \Pi . \tag{58}
\end{equation*}
$$

Similarly, considering Eqs. (50), (54), and (58), we get

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{i j}-\tilde{x}_{i q} \leq 0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m . \tag{59}
\end{equation*}
$$

By Eq. (53) and feasibility of $\Phi$ to model (21), we have

$$
\begin{equation*}
\bar{\lambda}=\left(\bar{\lambda}_{j} ; \forall j \in \Pi\right) . \tag{60}
\end{equation*}
$$

By contradiction assume that $\varphi_{q}^{*}(\alpha)=\varphi^{* *}>\bar{\varphi}_{q}(\alpha)$. By (57), we get

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{y}_{r j}-\bar{\varphi}_{q}(\alpha) \tilde{y}_{r q}>0\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s . \tag{61}
\end{equation*}
$$

Without loss of generality, we consider $p^{t h}$-inequality. There exists nonnegative scaler $\xi_{p}$, such that

$$
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{y}_{p j}-\bar{\varphi}_{q}(\alpha) \tilde{y}_{p q}>0\right\}=1-\alpha+\xi_{p} .
$$

Then, there exists positive scaler $\varepsilon_{p}$, in which

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{y}_{p j}-\bar{\varphi}_{q}(\alpha) \tilde{y}_{p q} \geq \varepsilon_{p}\right\}=1-\alpha . \tag{62}
\end{equation*}
$$

Therefore, there is $\bar{s}_{p}>0$ such that $\varepsilon_{p}=\bar{\varphi}_{q}(\alpha) \bar{s}_{p}$. By Eq. (62), we get

$$
\begin{equation*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{y}_{p j}-\bar{\varphi}_{q}(\alpha)\left(\tilde{y}_{p q}+\bar{s}_{p}\right) \geq 0\right\}=1-\alpha . \tag{63}
\end{equation*}
$$

With regard to definition of $\tilde{y}_{p q}=\sum_{j \in \Lambda} \tilde{\beta}_{p j}^{*}$, without loss of generality, for each $r(r=1,2, \ldots, s)$ and $j \in \Lambda$, we define

$$
\overline{\tilde{\beta}}_{r j}:=\left\{\begin{array}{cc}
\tilde{\beta}_{r j}^{*}+\bar{s}_{p} & \text { if } r=p \& j=k,  \tag{64}\\
\tilde{\beta}_{r j}^{*} & \text { otherwise }
\end{array}\right.
$$

Now, we consider $\overline{\tilde{y}}_{r q}:=\sum_{j \in \Lambda} \overline{\tilde{\beta}}_{r j}$ for each $r=1,2, \ldots, s$. By (52), (59), (60), (61), (63), and (64), we obtain

$$
\begin{gather*}
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{x}_{i j}-\tilde{x}_{i q} \leq 0\right\} \geq 1-\alpha, \quad i=1,2, \ldots, m .  \tag{65}\\
P\left\{\sum_{j \in \Pi} \bar{\lambda}_{j} \tilde{y}_{r j}-\bar{\varphi}_{q}(\alpha) \overline{\tilde{y}}_{r q} \geq 0\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s .  \tag{66}\\
P\left\{\overline{\tilde{\beta}}_{r j} \geq \tilde{y}_{r j}\right\} \geq 1-\alpha, \quad r=1,2, \ldots, s, \forall j \in \Lambda,  \tag{67}\\
\sum_{j \in \Pi} \bar{\lambda} \in\left(\bar{\lambda}_{j}: \forall j \in \Pi\right) . \tag{68}
\end{gather*}
$$

According to (65-68), $\left(\bar{\lambda}, \overline{\tilde{\beta}}_{r j}: r=1,2, \ldots, s, \forall j \in \Lambda\right)$ is a feasible solution to problem (23), such that

$$
\begin{gathered}
P\left\{\tilde{\beta}_{r j}^{*}-\tilde{\tilde{\beta}}_{r j} \leq 0\right\} \geq 1-\alpha, \quad \forall r \in\{1,2, \ldots, s\}-\{p\}, \forall j \in \Lambda-\{k\} \\
P\left\{\tilde{\beta}_{p k}^{*}-\overline{\tilde{\beta}}_{p k} \leq-\bar{s}_{p}\right\} \geq 1-\alpha
\end{gathered}
$$

But this is impossible because $\Delta$ is a SP solution in the level of significance $\alpha$ to SMOP (23).

## Appendix C

Table 13: The inputs of 20 bank branches.

|  | Input1 |  | Input2 |  | Input3 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| DMU | Mean | Variance | Mean | Variance | Mean | Variance |
| DMU01 | 9.131 | 0.05 | 18.79 | 8.81 | 7.228 | 0.58 |
| DMU02 | 10.59 | 0.53 | 44.32 | 24.1 | 1.121 | 0.02 |
| DMU03 | 6.712 | 0.86 | 19.73 | 27.7 | 19.21 | 0.47 |
| DMU04 | 11.91 | 0.31 | 17.43 | 12.2 | 59.47 | 5.99 |
| DMU05 | 7.012 | 0.02 | 10.38 | 2.12 | 12.23 | 0.85 |
| DMU06 | 18.99 | 0.88 | 16.67 | 10.8 | 568.6 | 28.1 |
| DMU07 | 11.16 | 0.01 | 25.46 | 18.6 | 552.8 | 43.2 |
| DMU08 | 15.05 | 0.48 | 123.1 | 42.6 | 14.78 | 0.06 |
| DMU09 | 8.787 | 0.38 | 36.16 | 38.4 | 361.8 | 23.2 |
| DMU10 | 19.88 | 0.25 | 46.41 | 53.1 | 12.81 | 0.38 |
| DMU11 | 18.92 | 0.17 | 36.88 | 54.5 | 24.43 | 0.01 |
| DMU12 | 20.45 | 0.42 | 100.8 | 31.8 | 115.2 | 19.4 |
| DMU13 | 12.41 | 0.12 | 20.19 | 10.6 | 78.02 | 24.1 |
| DMU14 | 8.051 | 0.79 | 33.21 | 24.3 | 115.3 | 15.6 |
| DMU15 | 18.48 | 0.92 | 45.36 | 92.6 | 57.52 | 12.8 |
| DMU16 | 10.35 | 0.27 | 11.16 | 3.32 | 43.32 | 36.1 |
| DMU17 | 9.511 | 0.01 | 31.49 | 38.5 | 173.3 | 3.13 |
| DMU18 | 13.71 | 0.18 | 40.32 | 51.4 | 10.88 | 0.12 |
| DMU19 | 11.69 | 0.26 | 26.44 | 26.2 | 31.22 | 0.05 |
| DMU20 | 7.823 | 0.58 | 17.74 | 10.1 | 13.06 | 8.88 |

A．GHOMI et al．

|  |  |  |  |
| :---: | :---: | :---: | :---: |
|  |  | 荷 | み <br>  |
|  | ธ | 染 | 我呂 No |
|  |  |  |  <br>  |
|  |  |  |  |
|  |  | $\sqrt{\tilde{\sim}}$ |  <br>  |
|  |  |  |  <br>  |
|  |  |  |  <br>  |
|  |  |  |  |
|  |  | $7$ |  SESESESESESESESE <br>  <br>  |
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