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1. Introduction

The telegraph equation is one of the most important equations of math-
ematical physics with applications in many diverse fields such as trans-
mission and propagation of electrical signals [16, 20], vibrational sys-
tems [8], random walk theory [5], and mechanical systems [41], etc., and
moreover, it is noteworthy that the heat diffusion and wave propagation
equations are particular cases of the telegraph equation [38].

In recent years fractional calculus has been developed to describe some
phenomena in physics and engineering. Also, fractional integral and
derivative have been successfully to used describe many events in fluid
mechanics, viscoelasticity, chemical physics,electricity, finance, control
theory, biomedical engineering, heat conduction, diffusion problems and
other sciences [22, 29, 31,34], Podlubny. Fractional partial differential
equations (FPDEs), and particularly space and time-fractional equa-
tions, have been widely utilised to prove validity of these models and
the existence of solution [24,44, 47, 48]. In addition, some reliable and
powerful numerical and analytical methods has been focused on solving
FPDEs in the last two decades. According to the mathematical litera-
ture, fractional partial differential equations have been progressed for-
mulating in various problems in science and engineering, such as the
Schroinger, diffusion and telegraph fractional equations [11, 15, 18, 23,
24, 25, 30, 32, 46].

Variable-order fractional calculus is an extension of traditional frac-
tional calculus. Since fractional calculus allows integration and differ-
entiation at any fractional order, the order of fractional integration
and differentiation can be a function of space and/or time. Therefor,
Samko and Ross [36] introduced the variable-order fractional differ-
entiation operators and discussed some of their properties. Moreover,
some of the Mapping features in Holder spaces and Riemann-Liouville
fractional and Marchaud operators, have been generalized by Ross [35]
and Samko [37]. Lorenzo and Hartley [27, 28] suggested that the or-
der of Riemann-Liouville fractional derivative is allowed to variate as a
function of time or space. Different definitions of fractional-order oper-
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ators in different areas have been discussed [13, 19, 33, 39]. Relatively
new research has been done to solve fractional differential equations of
variable-orders and the numerical approximate solution of these equa-
tions is still in an early stage of development. Lin [26] worked on the
stability and convergence of finite difference approximates of the solu-
tions of variable-order nonlinear fractional diffusion equations. Zhuang
[49] worked on the stability and convergence of the Euler approximation
for variable-order fractional advection-diffusion equations with nonlinear
source terms. Also a variable-order anomalous subdiffusion equation has
been studied by Chen [10]. Some applications of variable-order fractional
differential equations can be found in [3, 4, 12, 40], and the references
therein.

The authors of [1] proposed a novel spectral method for solving the
mobile-immobile advection-dispersion model with Coimbra variable time
fractional derivative for different kinds of non-local conditions. Their
proposed method is a fully collocation algorithm based on the shifted
Jacobi-Gauss-Lobatto method in combination with the shifted Jacobi-
Gauss-Radau method. As a novel work, Bhrawy and Zaky [7] proposed
a numerical algorithm for V-FDEs with Dirichlet boundary conditions.
Their proposed algorithm converts the variable-order fractional func-
tional problems under study into systems of linear/nonlinear algebraic
equations. Recently, Wei et.al provided an effective collocation method
based on the RBFs to solve the variable order time fractional diffusion
equation [43].

Our goal in this paper is to apply the method of radial basis functions
for the solution of V-TFTE of the form:

c
0D

α(x,t)
t u(x, t) + 2ρ c

0D
α(x,t)−1
t u(x, t) + σ2u(x, t) =

∂2u(x, t)
∂x2

+ f(x, t),

(x, t) ∈ [0, L]× [0, T ],
(1)

subject to the following initial-boundary conditions:

u(x, 0) = g1(x), ut(x, 0) = g2(x)

u(0, t) = h1(t), u(L, t) = h2(t),
(2)
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where ρ and σ are non-negative constants, 1 < α(x, t)  2, f(x, t),
g1(x), g2(x), h1(t) and h2(t) are given functions, and c

0D
α(x,t)
t denotes

the variable-order fractional derivative in the Caputo sense of order 1 <
α(x, t)  2, as defined in [39] by:

c
0D

α(x,t)
t u(x, t) =

1
Γ (2− α(x, t))

 t

0
(t− τ)1−α(x,t) ∂

2u(x, τ)
∂τ2

dτ, t > 0.

(3)
and regarding (0 < α(x, t)− 1  1), we have:

c
0D

α(x,t)−1
t u(x, t) =

1
Γ (2− α(x, t))

 t

0
(t− τ)1−α(x,t) ∂u(x, τ)

∂τ
dτ, t > 0.

(4)
The proposed method uses a combination of the RBFs and finite differ-
ence methods to obtain a semi-discrete solution for the problem under
consideration. In space domain, the RBFs approximation and in time
domain, the finite difference technique are employed to obtain a good
numerical solution for the problem. The efficiency and accuracy of the
proposed method are demonstrated by some numerical examples. The
obtained results show that the proposed method is very efficient and
accurate for solving such kind of problems.

The rest of the paper is organized as follows: In Section 2, radial ba-
sis functions are introduced. In Section 3, the variable-order fractional
derivative in the Caputo sense is expressed, and the proposed method are
described. Convergence and stability of the proposed method are inves-
tigated in Section 4. Section 5 is devoted to numerical experiments. In
Section 6, we conclude our results.

2. RBFs Method

Recently, RBFs have played important roles in various applications of
numerical analysis. These functions, which can be used in interpolation
of functions and solving partial differential equations [6, 9], have different
types, such as Gaussian functions, inverse quadratic functions, multi
quadratic functions and thin plate Spline functions (Table 1). In this
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paper, we use the multi quadratic functions (MQ functions) ϕ(r) =√
r2 + c2 , where c  0 is the shape parameter. Moreover, we use Kansa

approach [21] to approximate u(xi, tn) as follows:

un(xi) 
N

j=1

λn
j ϕj(rij), i = 1, 2, . . . , N. (5)

where λn’s are unknown constants at time level n, rij = |xi−xj | and xj ’s
are centers which also coincide with the collocation points xi. Eq. (5)
can be rewritten in the matrix form as follows:

Un  Aλn. (6)

Table 1: Some well-known radial basis functions

3. Description of the Proposed Method

In this section, we describe the process of solving the V-TFTE (1),
subject to the initial-boundary conditions (2) as follows:

Consider N points {xi = a+ (i− 1)h}Ni=1 in the domain [a, b], where
x1 = a, xN = b and h = (b−a)

(N−1) . Also, for time interval [0, T ] the grid

points are tn = nδt (n = 0, 1, 2, ...,M), where M = T
δt . In order to

discrete the variable-order time fractional derivatives we use the finite
difference technique and substitute tn+1 into Eqs. (3) and (4). Then, we
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(5) can be rewritten in the matrix form as follows:

Un  Aλn. (6)

Table 1: Some well-known radial basis functions.

Gaussian functions: exp(−c2r2)

Inverse quadratic functions:
1

c2 + r2

Multi quadratic functions:

r2 + c2

Thin plate Spline functions: r2 ln(r)

3 Description of the proposed method

In this section, we describe the process of solving the V-TFTE (1),
subject to the initial-boundary conditions (2) as follows:
Consider N points {xi = a+ (i− 1)h}Ni=1 in the domain [a, b], where

x1 = a, xN = b and h = (b−a)
(N−1) . Also, for time interval [0, T ] the grid

points are tn = nδt (n = 0, 1, 2, ...,M), where M = T
δt . In order to

discrete the variable-order time fractional derivatives we use the finite
difference technique and substitute tn+1 into Eqs. (3) and (4). Then,
we have:

c

0D
α(x,tn+1)
t u(x, tn+1) =

1

Γ (2− α(x, tn+1))

 tn+1

0

∂2u(x, τ)

∂τ2
�
tn+1 − τ

1−α(x,tn+1)
dτ =

1

Γ (2− α(x, tn+1))

n

k=0

 tk+1

tk

∂2u(x, τ)

∂τ2
�
tn+1 − τ

1−α(x,tn+1)
dτ. (7)

By approximating the first and second order derivatives by using the
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have:

c
0D

α(x,tn+1)
t u(x, tn+1) =

1
Γ (2− α(x, tn+1))

 tn+1

0

∂2u(x, τ)
∂τ2

�
tn+1 − τ

1−α(x,tn+1)
dτ =

1
Γ (2− α(x, tn+1))

n

k=0

 tk+1

tk

∂2u(x, τ)
∂τ2

�
tn+1 − τ

1−α(x,tn+1)
dτ. (7)

By approximating the first and second order derivatives by using the
forward finite difference scheme, we have:

∂u(x, σ)
∂t

=
u(x, tn+1)− u(x, tn)

δt
+O(δt), (8)

∂2u(x, σ)
∂t2

=
u(x, tn+1)− 2u(x, tn) + u(x, tn−1)

δt2
+O(δt2), (9)

where σ ∈

tn, tn+1


.

By substituting Eq. (9) into Eq. (7), we obtain:

c
0D

α(x,tn+1)
t u(x, tn+1) =

1
Γ (2− α(x, tn+1))×

n

k=0


uk+1 − 2uk + uk−1

δt2
+O(δt2)

 tk+1

tk

�
tn+1 − τ

1−α(x,tn+1)
dτ,

(10)

where uk = u(x, tk), k = 0, 1, . . . ,M . By considering tn+1 − τ = r, the
above integral can be simply computed as follows:

 tk+1

tk

�
tn+1 − τ

1−α(x,tn+1)
dτ =

−1
2− α(x, tn+1) r

2−α(x,tn+1)|tn−ktn−k+1

=
(δt)2−α(x,tn+1)

2− α(x, tn+1)


(n− k + 1)2−α(x,tn+1) − (n− k)2−α(x,tn+1)


. (11)

Rearranging Eq. (10) and assuming bk(x, tn+1) = (k + 1)2−α(x,tn+1) −
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(k)2−α(x,tn+1) yield:

c
0D

α(x,tn+1)
t u(x, tn+1) =

(δt)−α(x,tn+1)

Γ (3− α(x, tn+1))×
n

k=0

bk(x, tn+1)

un−k+1 − 2un−k + un−k−1


= a(x, tn+1)

�
un+1 − 2un + un−1

+ a(x, tn+1)


n

k=1

bk(x, tn+1)

un−k+1 − 2un−k + un−k−1


+O(δt4−α(x,t))


,

(12)

where a(x, tn+1) = (δt)−α(x,tn+1)

Γ(3−α(x,tn+1))
and n = 0, 1, . . . ,M .

Furthermore, in a similar manner, we have:

c
0D

α(x,tn+1)−1
t u(x, tn+1) = δt a(x, tn+1)×


un+1 − un +

n

k=1

bk(x, tn+1)

un−k+1 − un−k


+O(δt3−α(x,t))


. (13)

It should be noted that using θ-weighted finite difference scheme, Eq. (1)
in t = tn+1 becomes:

c
0D

α(x,tn+1)
t u(x, tn+1) + 2ρ c

0D
α(x,tn+1)−1
t u(x, tn+1)+

σ2
�
θ un+1 + (1− θ)un


= θ un+1

xx + (1− θ)un+1
xx + fn+1, (14)

where 0  θ  1 is a constant, un
xx = ∂2u(x,tn)

∂x2 and fn+1 = f(x, tn+1).
By substituting Eq. (12) and Eq. (13) into Eq. (14), we obtain:


an+1(2ρδt+ 1) + θσ2


un+1 − θ un+1

xx =

an+1(2ρδt+ 2)− (1− θ)σ2


un + (1− θ)un

xx − an+1un−1

−an+1
n

k=1

bn+1k


(2ρδt+ 1)un−k+1 − (2ρδt+ 2)un−k + un−k−1


+ fn+1,

(15)
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where an+1 = a(x, tn+1), bn+1k = bk(x, tn+1) and n = 0, 1, . . . ,M .
Note that the above recursive relation can be rewritten as:


a1(2ρδt+ 1) + θσ2


u1 − θ u1xx =


a1(2ρδt+ 2)− (1− θ)σ2


u0+

(1− θ)u0xx − a1u−1 + f1 (16)

and


an+1(2ρδt+ 1) + θσ2


un+1 − θ un+1

xx =

an+1(2ρδt+ 2)− (1− θ)σ2


un + (1− θ)un

xx − an+1un−1−

an+1
n

k=1

bn+1k


(2ρδt+ 1)un−k+1 − (2ρδt+ 2)un−k + un−k−1


+ fn+1,

(17)

for n  1.

Remark 3.1. Although Eq. (15) is valid for any value of θ ∈ [0, 1], we
use θ = 1

2 as the famous Crank-Nicholson scheme.

Now we approximate un(x) by RBFs method as follows. First we assume:

un(x) =
N

j=1

cnj ϕj(x), (18)

where ϕj(x), j = 1, 2...N are for the RBFs approximation and cn1 , c
n
2 , ..., c

n
N

are unknown coefficients, which should be computed.

Next, we consider N collocation points to compute the values of the
coefficients cnk , k = 1, 2, ..., N in the interpolant of un(x) , i.e.:

un(xi) =
N

j=1

cnj ϕj(xi) i = 1, 2, ..., N. (19)

By writing Eq. (19) in a matrix form, we have:

[u]n = T[c]n, (20)
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u0+

(1− θ)u0xx − a1u−1 + f1 (16)

and


an+1(2ρδt+ 1) + θσ2


un+1 − θ un+1

xx =

an+1(2ρδt+ 2)− (1− θ)σ2


un + (1− θ)un

xx − an+1un−1−

an+1
n

k=1

bn+1k


(2ρδt+ 1)un−k+1 − (2ρδt+ 2)un−k + un−k−1


+ fn+1,

(17)

for n  1.

Remark 3.1. Although Eq. (15) is valid for any value of θ ∈ [0, 1], we
use θ = 1

2 as the famous Crank-Nicholson scheme.

Now we approximate un(x) by RBFs method as follows. First we assume:

un(x) =
N

j=1

cnj ϕj(x), (18)

where ϕj(x), j = 1, 2...N are for the RBFs approximation and cn1 , c
n
2 , ..., c

n
N

are unknown coefficients, which should be computed.

Next, we consider N collocation points to compute the values of the
coefficients cnk , k = 1, 2, ..., N in the interpolant of un(x) , i.e.:

un(xi) =
N

j=1

cnj ϕj(xi) i = 1, 2, ..., N. (19)

By writing Eq. (19) in a matrix form, we have:

[u]n = T[c]n, (20)
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where [u]n = [un
1 u

n
2 ... u

n
N ]T , [c]n = [cn1 c

n
2...c

n
N ]T and T is an N × N

matrix given by

T = [tij ] =




ϕ11 · · · ϕN1
...

. . .
...

ϕ1N · · · ϕNN



 , (21)

where ϕji = ϕj(xi).
Assuming that there are N − 2 internal points and 2 boundary points,
the matrix T can be split into T = T1 + T2, where the entries of T1

and T2 are

T1 =


tij 2  i  N − 1, 1  j  N,

0 o.w.,

T2 =


tij i = 1, N, 1  j  N,

0 o.w.,

(22)

Using Eq. (18), we discretize uxx as follows:

un
xx(x) =

N

j=1

cnj ϕ

j (x), (23)

By substituting the collocation points in Eq. (23), we obtain:

un
xx(xi) =

N

j=1

cnj ϕ

j (xi), i = 2, 3, ..., N − 1 (24)

which can be rewritten as:

[uxx]n = D[c]n, (25)

where

D = [dij ] =





0 · · · 0
ϕ

12 · · · ϕ



(N)2
...

. . .
...

ϕ


1(N−1) · · · ϕ(N)(N−1)
0 · · · 0




. (26)
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It should be noted that the derivative operator is only applied on internal
nodes. Now by substituting Eq. (20) and Eq. (25) into Eq. (15) together
with boundary conditions in Eq. (2) and using the collocation points,
we obtain the following matrix form:


an+1(2ρδt+ 1) + θσ2


∗T1 − θD+T2


cn+1 =


an+1(2ρδt+ 2)− (1− θ)σ2


∗T1 + (1− θ)D


cn−

an+1 ∗T1cn−1 + gn+1 + fn+1 + hn+1, (27)

or briefly

Bcn+1 = Ecn − an+1 ∗T1cn−1 + gn+1 + fn+1 + hn+1, (28)

where

B =

an+1(2ρδt+ 1) + θσ2


∗T1 − θD+T2


,

E =

an+1(2ρδt+ 2)− (1− θ)σ2


∗T1 + (1− θ)D


,

gn+1 = −an+1 ∗
n

k=1

bn+1
k ∗


(2ρδt+ 1)un−k+1

i − (2ρδt+ 2)un−k
i + un−k−1

i


,

fn+1 = [0, fn+1
2 , ..., fn+1

N−1, 0]
T ,

hn+1 = [hn+1
1 , 0, ..., 0, hn+1

2 ]T ,

and in which the operation ∗ is as defined in [14], and gn+1 is an N × 1
column vector. Moreover, un+1 can be computed by recurrence relation
Eq. (28) for n = 1, . . . ,M . According to Eq. (28) for n = 1, we have

Bc2 = Ec1 − a2 ∗T1c0 + g2 + f2 + h2, (29)

where g2 = a2 ∗
�
b2k ∗


u1 − u0 + u−1


.

Clearly u0 = u(x, 0) = [(g1)1 (g1)2... (g1)N ]T , and then c0 = T−1u0. Also,
in order to compute u1 and u−1 we use numerical derivatives as follows

ut(x, 0) =
u1(x)− u0(x)

δt
= g2(x), x ∈ [0, L]. (30)

So, we get
u1(x) = u0(x) + δtg2(x), (31)
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A MESHLESS METHOD FOR THE VARIABLE-ORDER ... 45

and also, we have

ut(x, 0) =
u1(x)− u−1(x)

2δt
. (32)

Now, Eqs. (31) and (32) gives u−1(x) = 2u0(x)−u1(x) and consequently
[c]−1 = 2[c]0 − [c]1.

4. Convergence and Stability

Suppose that the exact solution of Eq. (1) at time tn+1 is denoted by
Un+1

ex . It is mentioned in [45, 42] that |DαUex−Dαu|  Clh
l−|α||u|Nφ(Ω),

where h is the distance between any two nodes in the bounded domain
Ω, Nφ(Ω) is a native space of RBFs φ, l ∈ N and |α|  l.
From Eq. (28), we have

cn+1 = B−1Ecn +B−1(−an+1 ∗T1)cn−1 +B −1(gn+1 + fn+1 + hn+1),
(33)

and then

Tcn+1 = TB−1Ecn +TB−1(−an+1 ∗T1)cn−1+ (34)

TB−1(gn+1 + fn+1 + hn+1).

Eq. (34) can also be written as follows

Tcn+1 = TB−1ET−1Tcn +TB−1(−an+1 ∗T1)T−1Tcn−1+ (35)

TB−1(gn+1 + fn+1 + hn+1),

or equivalently

un+1 = Hun +Kun−1 + v, (36)

where

H = TB−1ET−1,

K = TB−1(−an+1 ∗T1)T−1,

v = TB−1(gn+1 + fn+1 + hn+1).
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By assuming that the recurrence scheme (36) is pth order accurate in
space and considering Eqs. (12), (13) and (36), we obtain

Un+1
ex = HUn

ex +KUn−1
ex + v+O(δt3−α(x ,t) + hp). (37)

Subtracting Eqs. (36) from Eq. (37) and defining n = Un
ex − un yields

n+1 = Hn +Kn−1 +O(δt3−α(x ,t) + hp). (38)

Hence, there exists a constant η such that

n+1  Hn+ Kn−1+ ηO(δt3−α(x ,t) + hp). (39)

Let H̄ and K̄ are upper bounds of H and K, then we have

n+1  H̄n+ K̄n−1+ ηO(δt3−α(x ,t) + hp). (40)

Now we prove a theorem about an upper bound for n+1.

Theorem 4.1. If α, β, λ  0, 0  d0  c0, 0  d1  c1 and the following
recurrence equation and inequality relation are confirmed:

dn  αdn−1 + βdn−2 + λ,
cn = αcn−1 + βcn−2 + λ,

then for n ∈ N− {1} we have

dn  cn.

Proof. We use mathematical induction:
As the base of induction suppose:

d2  αd1 + βd0 + λ  αc1 + βc0 + λ = c2,

d3  c3,
...

dn  cn.

and we must prove the induction step:

dn+1  cn+1.

But we have
dn+1  αdn + βdn−1 + λ  αcn + βcn−1 + λ = cn+1. 
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Because H̄ and K̄ are nonnegative we can consider the following re-
currence equation corresponding to the recurrence inequality relation
Eq. (40):

en+1 = H̄en + K̄en−1 + ηO(δt3−α(x ,t) + hp). (41)

Assuming e0 = 0 = 0 and from Eq. (31) e1 = 1 = O(δt). Now
putting en = γyn, for γ, y = 0, n ∈ N ∪ {0}. the difference equation
Eq. (41) has the characteristic equation:

y2 − H̄y − K̄ = 0,

with the characteristic roots

y1, y2 =
H̄ ±

√
H̄2 + 4K̄
2

,

and according to theorem (4.1)

n+1  en+1  γ1|y1|n + γ2|y2|n +
η

1− H̄ − K̄
O(δt3−α(x ,t) + hp),

(42)

where the stability condition |y1|, |y2| < 1 results in H̄ + K̄ < 1 [17, 2].
In Eq. (42), the unknown coefficients γ1 and γ2 must be calculated by
using initial conditions 0 = 0 and 1 = O(δt). Thus, we obtain

n+1  C̄1O(δt) + C̄2O(δt3−α(x ,t) + hp), (43)

which guarantees the stability and convergence of our method.

5. Numerical Results

In this section, some numerical examples are illustrated to show the
applicability and efficiency of the proposed method. To measure the
accuracy of the proposed method, L∞, L2 errors and Root-Mean-Square
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(RMS) of errors are used with the following definitions:

L∞ = max
1iN

|u(i)− uexact(i)| ,

L2 =


N

i=1

|u(i)− uexact(i)|2,

RMS =

 1
N


N

i=1

|u(i)− uexact(i)|2

.

The computations associated with the examples were performed using
MATLAB R2014 software on a Personal Computer with intel core i3
3.60 GHz and RAM 8.00.

Example 5.1. Consider the V-TFTE (1) on the domain [0, 2π] with ρ =
1, σ = 1 and α(x, t) = 1.8−0.1 cos(xt) sin(x). The right hand side f(x, t)
is chosen such that the exact solution is u(x, t) = t3 sin2(x). The L∞, L2
errors and RMS errors for N = 10, 20 with some different values of δt
are reported in Table 2. Note that for constant-orders α(x, t) = α, this
problem has been solved in [18]. The space-time graphs of the absolute
error and the approximate solution for N = 20 and δt = 0.01 are shown
in Fig. 1. Also, the behavior of the approximate solution and absolute
error for N = 20 and δt = 0.001 are illustrated in Fig. 2. From Figs. 1
and 2, one can see that by decreasing δt the numerical results improve.

Figure 1. The graphs of the numerical solution (left side) and absolute
error (right side) with N = 20, c = 1.0 and δt = 0.01 for Example 5.1.

Example 5.2. Consider the V-TFTE (1) on the domain [0, 1] with
ρ = 1

2 , σ = 1 and α(x, t) = 1+2−xt. The right hand side f(x, t) which is
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f(x, t) is chosen such that the exact solution is u(x, t) = t3 sin2(x). The
L∞, L2 errors and RMS errors forN = 10, 20 with some different values
of δt are reported in Table 2. Note that for constant-orders α(x, t) = α,
this problem has been solved in [18] . The space-time graphs of the
absolute error and the approximate solution for N = 20 and δt = 0.01
are shown in Fig.1. Also, the behavior of the approximate solution and
absolute error for N = 20 and δt = 0.001 are illustrated in Fig.2. From
Figs. 1 and 2, one can see that by decreasing δt the numerical results
improve.
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Figure 1: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 1.0 and δt = 0.01 for Example 5.1.

Example 5.2. Consider the V-TFTE (1) on the domain [0, 1] with
ρ = 1

2 , σ = 1 and α(x, t) = 1+2
−xt. The right hand side f(x, t) which is

compatible with the exact solution u(x, t) = (t+ x) exp(−x2). The L∞,
L2 errors and RMS errors for N = 10, 20 with some different values of
δt are reported in Table 3. Note that for constant-orders α(x; t) = α,
this problem has been solved in [18] . The space-time graphs of the
absolute error and the approximate solution for N = 20 and δt = 0.01
are shown in Fig.3. Also, the behavior of the approximate solution and
absolute error for N = 20 and δt = 0.001 are illustrated in Fig.4. From
Figs. 3 and 4, one can see that by decreasing δt the numerical results
improve.
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compatible with the exact solution u(x, t) = (t+ x) exp(−x2). The L∞,
L2 errors and RMS errors for N = 10, 20 with some different values of
δt are reported in Table 3. Note that for constant-orders α(x; t) = α, this
problem has been solved in [18]. The space-time graphs of the absolute
error and the approximate solution for N = 20 and δt = 0.01 are shown
in Fig. 3. Also, the behavior of the approximate solution and absolute
error for N = 20 and δt = 0.001 are illustrated in Fig. 4. From Figs. 3
and 4, one can see that by decreasing δt the numerical results improve.

Figure 2. The graphs of the numerical solution (left side) and absolute
error (right side) with N = 20, c = 0.5 and δt = 0.01 for Example 5.1.

Figure 3. The graphs of the numerical solution (left side) and absolute
error (right side) with N = 20, c = 0.4 and δt = 0.001 for Example 5.2.

Example 5.3. Consider the V-TFTE (1) on the domain [0, 1] with
ρ = 1 , σ = 1 and α(x, t) = 1.2+0.6|x− t|. The right hand side f(x, t) is
chosen such that the exact solution is u(x, t) = x2t3. The L∞, L2 errors
and RMS errors for N = 10, 20 with some different values of δt are
reported in Table 4. The space-time graphs of the absolute error and the
approximate solution for N = 20 and δt = 0.01 are shown in Fig.5. Also,
the behavior of the approximate solution and absolute error for N = 20
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Figure 2: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 1.5 and δt = 0.001 for Example 5.1.
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Figure 3: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 0.5 and δt = 0.01 for Example 5.2.

Example 5.3. Consider the V-TFTE (1) on the domain [0, 1] with
ρ = 1 , σ = 1 and α(x, t) = 1.2 + 0.6|x− t|. The right hand side f(x, t)
is chosen such that the exact solution is u(x, t) = x2t3 . The L∞, L2

errors and RMS errors for N = 10, 20 with some different values of
δt are reported in Table 4. The space-time graphs of the absolute error
and the approximate solution for N = 20 and δt = 0.01 are shown in
Fig.5. Also, the behavior of the approximate solution and absolute error
for N = 20 and δt = 0.001 are illustrated in Fig.6. From Figs. 5 and 6,
one can see that by decreasing δt the numerical results improve.

A meshless method for the variable-order time fractional ... 15

�

�

�

�

�

���

�
����

�

���

���

���

���

�

��

�
��

��
�

�

�

�

�

�

���

�
�

���

�

���

����
��

��

�
��

�
�

Figure 2: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 1.5 and δt = 0.001 for Example 5.1.

�
���

���
���

���
�

�

���

�
�

���

�

���

��

�
��

��
�

�
���

���
���

���
�

�

���

�
�

���

�

���

����
��

��

�
��

�
�

Figure 3: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 0.5 and δt = 0.01 for Example 5.2.

Example 5.3. Consider the V-TFTE (1) on the domain [0, 1] with
ρ = 1 , σ = 1 and α(x, t) = 1.2 + 0.6|x− t|. The right hand side f(x, t)
is chosen such that the exact solution is u(x, t) = x2t3 . The L∞, L2

errors and RMS errors for N = 10, 20 with some different values of
δt are reported in Table 4. The space-time graphs of the absolute error
and the approximate solution for N = 20 and δt = 0.01 are shown in
Fig.5. Also, the behavior of the approximate solution and absolute error
for N = 20 and δt = 0.001 are illustrated in Fig.6. From Figs. 5 and 6,
one can see that by decreasing δt the numerical results improve.
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and δt = 0.001 are illustrated in Fig. 6. From Figs. 5 and 6, one can see
that by decreasing δt the numerical results improve.

Figure 4. The graphs of the numerical solution (left side) and absolute
error (right side) with N = 20, c = 0.5 and δt = 0.01 for Example 5.2.

Figure 5. The graphs of the numerical solution (left side) and absolute
error (right side) with N = 20, c = 0.5 and δt = 0.001 for Example 5.3.

Table 2: The errors for Example 5.1.

Figure 6. The graphs of the numerical solution (left side) and absolute
error (right side) with N = 20, c = 0.5 and δt = 0.001 for Example 5.3.

16 D. Gharian, F. M. Maalek Ghaini and M. H. Heydari

�
���

���
���

���
�

�

���

�
�

���

�

���

��

�
��

��
�

�
���

���
���

���
�

�

���

�
�

���

���

���

���

�

���

����
��

��

�
��

�
�

Figure 4: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 0.4 and δt = 0.001 for Example 5.2.

�
���

���
���

���
�

�

���

�
����

�

���

���

���

���

�

��

�
��

��
�

�
���

���
���

���
�

�

���

�
�

���

�

���

�

����
��

��

�
��

�
�

Figure 5: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 0.5 and δt = 0.01 for Example 5.3.

Table 2: The errors for Example 5.1.
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Table 3: The errors for Example 5.2.

N = 10 N = 20
δt L∞-error L2-error RMS c CPU time(s) L∞ L2-error RMS c CPU time(s)

0.050 5.8763× 10−3 1.2521× 10−2 3.9596× 10−3 1.0 00.08 5.8778× 10−3 1.8144× 10−2 4.0571× 10−3 0.5 00.10

0.010 1.1880× 10−3 2.5303× 10−3 8.0014× 10−4 1.0 00.36 1.1757× 10−3 3.6257× 10−3 8.1072× 10−4 0.5 00.45

0.005 5.9903× 10−4 1.2758× 10−3 4.0344× 10−4 1.0 01.20 5.8820× 10−4 1.8205× 10−3 4.0309× 10−4 0.5 01.51

0.001 1.2756× 10−4 2.7222× 10−4 8.6084× 10−5 1.0 25.06 8.8966× 10−5 2.5456× 10−4 5.6920× 10−5 0.4 30.59

Table 4: The errors for Example 5.3.

N = 10 N = 20
δt L∞-error L2-error RMS c CPU time(s) L∞ L2-error RMS c CPU time(s)

0.050 7.6521× 10−3 1.4544× 10−2 4.5992× 10−3 1.0 00.08 7.7379× 10−3 2.1114× 10−2 4.7209× 10−3 0.5 00.11

0.010 1.2287× 10−3 2.3038× 10−3 7.2852× 10−4 1.0 00.35 1.2440× 10−3 3.3038× 10−3 7.3815× 10−4 0.5 00.39

0.005 5.7283× 10−4 1.0577× 10−3 3.3448× 10−4 1.0 01.11 5.6696× 10−4 1.4880× 10−3 3.3273× 10−4 0.5 01.32

0.001 1.1231× 10−4 2.0326× 10−4 6.4276× 10−5 1.0 24.03 9.3729× 10−5 2.4279× 10−4 5.4289× 10−5 0.5 28.19

6 Conclusion

In this paper, we studied and discussed on the V-TFTE. We proposed
a hybrid numerical scheme based on the radial basis functions (RBFs)
and finite difference methods in combination with collocation method.
A time stepping approach was used to deal with the fractional time
derivatives. The proposed method is very efficient and convenient for
solving such initial-boundary value problems. The implementation of the
proposed method is simple for solution of the problems under consider-
ation. The main characteristic behind this approach is that it reduces
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Table 3: The errors for Example 5.2.

Table 4: The errors for Example 5.3.

6. Conclusion

In this paper, we studied and discussed on the V-TFTE. We proposed
a hybrid numerical scheme based on the radial basis functions (RBFs)
and finite difference methods in combination with collocation method. A
time stepping approach was used to deal with the fractional time deriva-
tives. The proposed method is very efficient and convenient for solving
such initial-boundary value problems. The implementation of the pro-
posed method is simple for solution of the problems under considera-
tion. The main characteristic behind this approach is that it reduces
such problems to those of solving a linear system of algebraic equations
that leads to obtain a good approximate solution for the problem under
study. The obtained results through the figures and tables illustrate that
the proposed method computes numerical results with a good accuracy.

References

[1] M. A. Abdelkawy, M. A. Zaky, and A. H. Bhrawy, D. Baleanu, Numerical
simulation of time variable fractional order mobile-immobile advection-
dispersion model, Romanian Reports in Physics, 67 (2015), 773-791.

A meshless method for the variable-order time fractional ... 17

�
���

���
���

���
�

�

���

�
����

�

���

���

���

���

�

��

�
��

��
�

�
���

���
���

���
�

�

���

�
�

���

�

���

����
��

��

�
��

�
�

Figure 6: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 0.5 and δt = 0.001 for Example 5.3.

Table 3: The errors for Example 5.2.

N = 10 N = 20
δt L∞-error L2-error RMS c CPU time(s) L∞ L2-error RMS c CPU time(s)

0.050 5.8763× 10−3 1.2521× 10−2 3.9596× 10−3 1.0 00.08 5.8778× 10−3 1.8144× 10−2 4.0571× 10−3 0.5 00.10

0.010 1.1880× 10−3 2.5303× 10−3 8.0014× 10−4 1.0 00.36 1.1757× 10−3 3.6257× 10−3 8.1072× 10−4 0.5 00.45

0.005 5.9903× 10−4 1.2758× 10−3 4.0344× 10−4 1.0 01.20 5.8820× 10−4 1.8205× 10−3 4.0309× 10−4 0.5 01.51

0.001 1.2756× 10−4 2.7222× 10−4 8.6084× 10−5 1.0 25.06 8.8966× 10−5 2.5456× 10−4 5.6920× 10−5 0.4 30.59

Table 4: The errors for Example 5.3.

N = 10 N = 20
δt L∞-error L2-error RMS c CPU time(s) L∞ L2-error RMS c CPU time(s)

0.050 7.6521× 10−3 1.4544× 10−2 4.5992× 10−3 1.0 00.08 7.7379× 10−3 2.1114× 10−2 4.7209× 10−3 0.5 00.11

0.010 1.2287× 10−3 2.3038× 10−3 7.2852× 10−4 1.0 00.35 1.2440× 10−3 3.3038× 10−3 7.3815× 10−4 0.5 00.39

0.005 5.7283× 10−4 1.0577× 10−3 3.3448× 10−4 1.0 01.11 5.6696× 10−4 1.4880× 10−3 3.3273× 10−4 0.5 01.32

0.001 1.1231× 10−4 2.0326× 10−4 6.4276× 10−5 1.0 24.03 9.3729× 10−5 2.4279× 10−4 5.4289× 10−5 0.5 28.19

6 Conclusion

In this paper, we studied and discussed on the V-TFTE. We proposed
a hybrid numerical scheme based on the radial basis functions (RBFs)
and finite difference methods in combination with collocation method.
A time stepping approach was used to deal with the fractional time
derivatives. The proposed method is very efficient and convenient for
solving such initial-boundary value problems. The implementation of the
proposed method is simple for solution of the problems under consider-
ation. The main characteristic behind this approach is that it reduces

A meshless method for the variable-order time fractional ... 17

�
���

���
���

���
�

�

���

�
����

�

���

���

���

���

�

��

�
��

��
�

�
���

���
���

���
�

�

���

�
�

���

�

���

����
��

��

�
��

�
�

Figure 6: The graphs of the numerical solution (left side) and absolute error
(right side) with N = 20, c = 0.5 and δt = 0.001 for Example 5.3.

Table 3: The errors for Example 5.2.

N = 10 N = 20
δt L∞-error L2-error RMS c CPU time(s) L∞ L2-error RMS c CPU time(s)

0.050 5.8763× 10−3 1.2521× 10−2 3.9596× 10−3 1.0 00.08 5.8778× 10−3 1.8144× 10−2 4.0571× 10−3 0.5 00.10

0.010 1.1880× 10−3 2.5303× 10−3 8.0014× 10−4 1.0 00.36 1.1757× 10−3 3.6257× 10−3 8.1072× 10−4 0.5 00.45

0.005 5.9903× 10−4 1.2758× 10−3 4.0344× 10−4 1.0 01.20 5.8820× 10−4 1.8205× 10−3 4.0309× 10−4 0.5 01.51

0.001 1.2756× 10−4 2.7222× 10−4 8.6084× 10−5 1.0 25.06 8.8966× 10−5 2.5456× 10−4 5.6920× 10−5 0.4 30.59

Table 4: The errors for Example 5.3.

N = 10 N = 20
δt L∞-error L2-error RMS c CPU time(s) L∞ L2-error RMS c CPU time(s)

0.050 7.6521× 10−3 1.4544× 10−2 4.5992× 10−3 1.0 00.08 7.7379× 10−3 2.1114× 10−2 4.7209× 10−3 0.5 00.11

0.010 1.2287× 10−3 2.3038× 10−3 7.2852× 10−4 1.0 00.35 1.2440× 10−3 3.3038× 10−3 7.3815× 10−4 0.5 00.39

0.005 5.7283× 10−4 1.0577× 10−3 3.3448× 10−4 1.0 01.11 5.6696× 10−4 1.4880× 10−3 3.3273× 10−4 0.5 01.32

0.001 1.1231× 10−4 2.0326× 10−4 6.4276× 10−5 1.0 24.03 9.3729× 10−5 2.4279× 10−4 5.4289× 10−5 0.5 28.19

6 Conclusion

In this paper, we studied and discussed on the V-TFTE. We proposed
a hybrid numerical scheme based on the radial basis functions (RBFs)
and finite difference methods in combination with collocation method.
A time stepping approach was used to deal with the fractional time
derivatives. The proposed method is very efficient and convenient for
solving such initial-boundary value problems. The implementation of the
proposed method is simple for solution of the problems under consider-
ation. The main characteristic behind this approach is that it reduces



52 D. GHARIAN, F. M. MAALEK GHAINI AND M. H. HEYDARI

[2] R. P. Agarwal, Difference Equations and Inequalities. Theory, Methods,
and Applications, vol. 228 of Monographs and Textbooks in Pure and
Applied Mathematics, Marcel Dekker, New York, 2nd edition, (2000).

[3] A. A. Alikhanov, Boundary value problems for the diffusion equation of
the variable order in differential and difference settings,Applied Mathe-
matics and Computation, 219 (2012), 3938-3946.

[4] A. Atangana and J. F. Botha, A generalized groundwater flow equation
using the concept of variable-order derivative, Boundary Value Problems,
1 (2013), 1-11.

[5] J. Banasiak and J. R. Mika, Singularly perturbed telegraph equations
with applications in the random walk theory, International Journal of
Stochastic Analysis, 11 (1998), 9-28.

[6] B. J. C. Baxter, The interpolation theory of radial basis functions, Cam-
bridge University press, Cambridge (1992).

[7] A. H. Bhrawy and M. A. Zaky, Numerical algorithm for the variable-order
Caputo fractional functional differential equation, Nonlinear Dynamics,
85 (2016), 1815-1823.

[8] W. E. Boyce and R. C. DiPrima, Differential Equations Elementary and
Boundary Value Problems, Wiley, New York (1977).

[9] M. D. Buhmann, Radial basis functions, Cambridge University press,
Cambridge (2003).

[10] C. Chen, F. Liu, V. Anh, and I. Turner, Numerical schemes with high spa-
tial accuracy for a variable-order anomalous subdiffusion equation, SIAM
Journal on Scientific Computing, 32 (2010), 1740-1760.

[11] W. Chen, H. Sun, X. Zhang, and D. Korosakb, Anomalous diffusion mod-
eling by fractal and fractional derivatives, Computers and Mathematics
with Applications, 59 (2010), 1754-1758.

[12] W. Chen, J. Zhang, and J. Zhang, A variable-order time-fractional deriva-
tive model for chloride ions sub-diffusion in concrete structures, Fractional
Calculs and Applied Analysis, 16 (2013), 76-92.

[13] C. F. M. Coimbra, Mechanica with variable-order differential operators,
Annalen der Physik, 12 (2003), 692-703.



A MESHLESS METHOD FOR THE VARIABLE-ORDER ... 53

[14] M. Dehghan, M. Abbaszadeh, and A. Mohebbi, An implicit RBF mesh-
less approach for solving the time fractional nonlinear sine-Gordon and
KleinGordon equations, Engineering Analysis with Boundary Elements,
31 (2015), 412-434.

[15] Z. J. Fu, W. Chen, and H. T. Yang, Boundary particle method for Laplace
transformed time fractional diffusion equations, Journal of Computational
Physics, 235 (2013), 52-66.

[16] E. A. Gonzalez-Velasco, Fourier Analysis and Boundary Value Problems,
Academic Press, New York (1995).

[17] R. P. Grimaldi, Discrete and Combinatorial Mathematics, 5th ed.,
Addison-Wesley, New York (1999).

[18] V. R. Hosseini, W. Chen, and Z. Avazzadeh, Numerical solution of frac-
tional telegraph equation by using radial basis functions, Engineering
Analysis with Boundary Elements, 38 (2014), 31-39.

[19] D. Ingman and J. Suzdalnitsky, Control of damping oscilations by frac-
tional differential operator with time-dependent order, Computer Methods
in Applied Mechanics and Engineering , 193 (2004), 5585-5595.

[20] P. M. Jordan and A. Puri, Digital signal propagation in dispersivemedia,
Journal of Applied Physics, 85 (1999), 1273-1282.

[21] E. J. Kansa, Multiquadrics scattered data approximation scheme with
applications to computational fluid dynamics II, Solutions to hyperbolic,
parabolic, and elliptic partial differential equations, Computers and Math-
emathics with Applications, 19 (1990), 147-161.

[22] A. A. Kilbas, H. M. Srivastava, and J. J. Trujillo, Theory and application
of fractional differential equations, Elsevier, Amsterdam (2006).

[23] C. Li, Z. Zhao, and Y. Chen, Numerical approximation of nonlinear frac-
tional differential equations with subdiffusion and superdiffusion, Com-
puters and Mathematics with Applications, 62 (2011), 855-875.

[24] X. Li and C. Xu, A space-time spectral method for the time fractional
diffusion equation, SIAM Journal on Numerical Analysis, 47 (2009), 2108-
2131.

[25] F. Liu, P. Zhuang, V. Anh, and I. Turner, A fractional-order implicit
difference approximation for the space time fractional diffusion equation,
ANZIAM Journal, 47 (2006), 48-68.



54 D. GHARIAN, F. M. MAALEK GHAINI AND M. H. HEYDARI

[26] R. Lin, F. Liu, V. Anh, and I. Turner, Stability and convergence of a
new explicit finite-difference approximation for the variable-order nonlin-
ear fractional diffusion equation, Applied Mathematics and Computation,
212 (2009), 435-445.

[27] C. F. Lorenzo and T. T. Hartley, Initialization, conceptualization, and
application in the generalized fractional calculus, NASA Technical Publi-
cation, 98-208415, NASA, Lewis Reseach Center (1998).

[28] C. F. Lorenzo and T. T. Hartley, Variable order and distributed order
fractional operators, Nonlinear Dynamics, 29 (2002), 57-98.

[29] K. S. Miller and B. Ross, An introduction to the fractional calculus
and fractional differential equations, Academic Press, New York, London
(1974).

[30] A. Mohebbi, M. Abbaszadeh, and M. Dehghan, The use of a meshless tech-
nique based on collocation and radial basis functions for solving the time
fractional nonlinear Schrodinger equation arising in quantum mechanics,
Engineering Analysis with Boundary Elements, 37 (2013), 475-485.

[31] K. B. Oldham and J. Spanier, The fractional calculus, Academic Press,
New York (1974).

[32] G. Pang, W. Chen, and Z. Fu, Space-fractional advection-dispersion equa-
tions by the Kansa method, Journal of Computational Physics, 293 (2015),
280-296.

[33] H. T. C. Pedro, M. H. Kobayashi, J. M. C. Pereira, and C. F. M. Coimbra,
Variable order modeling of diffusive-convective effects on the oscillatory
flow past a sphere, Journal of Vibration and Control, 14 (2008), 1659-1672.

[34] I. Podlubny Fractional differential equations, Academic Press, San Diego
(1999).

[35] B. Ross and S. G. Samko, Fractional integration operator of variable order
in the Holder spaces Hλ(x), International Journal of Mathematics and
Mathematical Sciences, 18 (1995), 777-788.

[36] S. G. Samko and B. Ross, Intergation and differentiation to a variable
fractional order, Integral Transforms and Special Functions, 1 (1993), 277-
300.

[37] S. G. Samko, Fractional integration and differentiation of variable order,
Analysis Mathematica, 21 (1995), 213-236.



A MESHLESS METHOD FOR THE VARIABLE-ORDER ... 55

[38] E. Shivanian and H. R. Khodabandehlo, Application of meshless local ra-
dial point interpolation (MLRPI) on generalized one-dimensional linear
telegraph equation, International Journal of Advances in Applied Mathe-
matics and Mechanics, 2 (2015), 38-50.

[39] H. G. Sun, W. Chen, H. Wei, and Y. Q. Chen, A comparative study
of constant- order and variable-order fractional models in characterizing
memory property of systems, Phys. J. Special Topics, 193 (2011), 185-192.

[40] H. G. Sun, W. Chen, and Y. Q. Chen, Variable-order fractional differ-
ential operators in anomalous diffusion modeling, Physica A: Statistical
Mechanics and its Applications, 388 (2009), 4586-4592.

[41] A. N. Tikhonov and A. A. Samarskii, Equations of Mathematical Physics,
Dover, New York (1990).

[42] M. Uddin and S. Haq, RBFs approximation method for time fractional
partial differential equations, Communications in Nonlinear Science and
Numerical Simulation, 16 (2011), 4208-4214.

[43] S. Wei, W. Chen, Y. Zhang, H. Wei, and R. M. Garrard, A local radial
basis function collocation method to solve the variable-order time frac-
tional diffusion equation in a two-dimensional irregular domain, Numeri-
cal Methods for Partial Differential Equations, DOI: 10.1002/num.22253
(2018).

[44] L. Wei, H. Dai, D. Zhang, and Z. Si, Fully discrete local discontinuous
Galerkin method for solving the fractional telegraph equation, Calcolo, 51
(2014), 175-192.

[45] H. Wendland, Scattered Data Approximation, Cambridge University
Press, Cambridge (2005).

[46] Z. Zhao and C. Li, Fractional difference/finite element approximation for
the time- space fractional telegraph equation, Applied Mathematics and
Computation, 219 (2012), 2975-2988.

[47] J. Zhao, J. Xiao, and Y. Xu, Stability and convergence of an effective fi-
nite element method for multiterm fractional partial differential equations,
Abstr Appl Anal, 2013 (2013), 1-10.

[48] P. Zhuang, Y. T. Gu, F. Liu, I. Turner, and P. K. D. V. Yarlagadda,
Time-dependent fractional advection-diffusion equations by an implicit
MLS meshless method, International Journal for Numerical Methods in
Engineering, 88 (2011), 1346-1362.



56 D. GHARIAN, F. M. MAALEK GHAINI AND M. H. HEYDARI

[49] P. Zhuang, F. Liu, V. Anh, and I. Turner, Numerical methods for the
variable-order fractional advection-diffusion equation with a nonlinear
source term, SIAM Journal on Numerical Analysis, 47 (2009), 1760-1781.

Davood Gharian
Ph.D Student of Mathematics
Department of Mathematics
Yazd University
Yazd, Iran
E-mail: gharian@stu.yazd.ac.ir

Farid Mohammad Maalek Ghaini
Professor of Mathematics
Department of Mathematics
Yazd University
Yazd, Iran
E-mail: maalek@yazd.ac.ir

Mohammad Hossein Heydari
Assistant Professor of Mathematics
Department of Mathematics
Shiraze University of Technology
Shiraze, Iran
E-mail: heydari@sutech.ac.ir




